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Abstract
Let 𝐺 be a simple algebraic group over an algebraically
closed field 𝑘. Let Γ be a finite group acting on 𝐺. We
classify and compute the local types of (Γ, 𝐺)-bundles on
a smooth projective Γ-curve in terms of the first non-
abelian group cohomology of the stabilizer groups at
the tamely ramified points with coefficients in 𝐺. When
char(𝑘) = 0, we prove that any generically simply con-
nected parahoric Bruhat–Tits group scheme can arise
from a (Γ, 𝐺ad)-bundle. We also prove a local version
of this theorem, that is, parahoric group schemes over
the formal disc arise from constant group schemes via
tamely ramified coverings.

MSC 2020
20G35, 14L15 (primary), 20J06, 14D20 (secondary)

1 INTRODUCTION

Moduli spaces of vector bundles on a smooth and projective curve 𝐶 have been a central object in
algebraic geometry, with tight relations to representation theory and also conformal field theory.
A natural generalization of these objects, which encompass parabolic bundles or Prym varieties,
is to instead consider principal -bundles over 𝐶, where  is a parahoric Bruhat–Tits group. The
definition of this type of group can be roughly described by saying that the generic fiber of 
is reductive, it has connected geometric fibers, and for every point 𝑥 ∈ 𝐶 such that |𝑥 is not
reductive, the sections of  over a formal disk about 𝑥 defines a parahoric group in the sense of
[9], see Definition 2.2.1. The points 𝑥 with nonreductive fiber |𝑥 are called ramified points of
. In what follows we will assume further that the generic fiber of  is actually simple and not
merely reductive. One of the aims of this paper, developed in Section 6 and inspired by [7], is to
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provide a direct description of these groups through (ramified) Galois coverings and the concept
of (Γ, 𝐺)-bundles.
Parahoric Bruhat–Tits groups have been introduced in [24], where the authors outline a series

of conjectures about themoduli spaceBun of -bundles. Among others, they suggest the descrip-
tion of spaces of generalized theta functions on Bun via an appropriate notion of conformal
blocks, which would be the first step to obtain a Verlinde-type formula to compute their dimen-
sion. Motivated by this paper and by the uniformization theorem for Bun [16]—conjectured as
well in [24]—many mathematicians have worked on twisted conformal blocks [12, 14, 18, 19, 38].
These are a natural generalization of the conformal blocks attached to a curve 𝐶 and to represen-
tations of simple Lie algebras (see, e.g., [35]), where the simple Lie algebra is replaced by a pair
(Γ, 𝔤) consisting of a simple Lie algebra 𝔤 and a finite group Γ acting on 𝔤. Its representation the-
ory is described by (possibly twisted) affine Lie algebras and, under appropriate conditions, one
can identify them with appropriate spaces of generalized theta functions on Bun, where  is a
parahoric Bruhat–Tits group on 𝐶 arising from a Γ covering 𝐶 of 𝐶 [18].
As we have mentioned, one of the goals is to express parahoric Bruhat–Tits groups through

(Γ, 𝐺)-bundles, concept introduced in [7] and then extended by the first author in [13]. Let Γ be
a finite group and assume that it acts on a smooth and projective curve 𝐶 over Spec(𝑘) so that
𝜋∶ 𝐶 → 𝐶∕Γ =∶ 𝐶 is a possibly ramified covering of the curve 𝐶 (we assume here that char(𝑘)
does not divide the order of Γ). Let𝐺 be a simple algebraic group over 𝑘 and assume that Γ acts on
𝐺 aswell, so that one obtains an induced action ofΓ on𝐺 × 𝐶. Under these assumptions, the group
 ∶= 𝜋∗(𝐺 × 𝐶)

Γ is a parahoric Bruhat–Tits group over 𝐶. We can generalize this construction, by
considering (Γ, 𝐺ad)-bundles, that is, principal 𝐺ad-bundles over 𝐶 which are further equipped
with a compatible action of Γ. If  is a (Γ, 𝐺ad)-bundle, then the group scheme 𝐺 ∶=  ×𝐺ad 𝐺
is still equipped with an action of Γ lifting the action on 𝐶, so that  ∶= 𝜋∗(𝐺 )

Γ defines a
smooth group scheme over 𝐶. This is actually a parahoric Bruhat–Tits group over 𝐶 and, accord-
ing to the following theorem, this construction essentially recovers all parahoric Bruhat–Tits
groups.

Theorem 6.2.2. Let  be a parahoric Bruhat–Tits group over 𝐶, a smooth and projective curve of
genus g ⩾ 1 over an algebraically closed field 𝑘 of characteristic zero. Assume that  is generically
simple and simply connected, and let𝐺 be the group over 𝑘 with the same root datum as 𝑘(𝐶), where
𝑘(𝐶) is the function field of 𝐶. Then there exists a finite group Γ, a Γ-covering 𝜋∶ 𝐶 → 𝐶, and a
(Γ, 𝐺ad)-bundle  on 𝐶 such that  ≅ 𝜋∗(𝐺 )

Γ.

This result is stated in slightly more generality in Theorem 6.2.2, where curves of genus
zero are allowed, provided that  is ramified at at least two points, or not ramified at all.
This result can be seen as a generalization of [7, Theorem 5.2.7]: in fact, Balaji and Seshadri
assume that the parahoric Bruhat–Tits group  is generically split, while we do not restrict to
this case.
The proof of Theorem 6.2.2 relies on its local counterpart, developed in Section 4 and which

we summarize here. For every integer 𝑁, will use the notation 𝑁 (resp. 𝑁) to denote 𝑘((𝑧1∕𝑁))
(resp. 𝑘[[𝑧1∕𝑁]]). Moreover, if 𝜎 is an automorphism of 𝐺 with 𝜎𝑁 = 1, we let 𝜎 act on𝑁 as well
by 𝜎(𝑧1∕𝑁) = 𝜁−1𝑁 𝑧

1∕𝑁 for a primitive 𝑁th root of unity 𝜁𝑁 .

Theorem 4.2.1. Let 𝜏 be a diagram automorphism of order 𝑟 of the simple and simply connected
group 𝐺, and let 𝑇 be a maximal torus preserved by 𝜏. Let 𝜃 be a parahoric group scheme of the
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twisted loop group𝐺(𝑟)
𝜏 corresponding to a point 𝜃 in𝑋∗(𝑇)𝜏ℚ. Let𝑚 be theminimal positive integer

such that𝑚𝜃 is in the lattice 𝑋∗(𝑇ad)𝜏, where 𝑇ad is the image of 𝑇 in 𝐺ad, the adjoint quotient of 𝐺.
If char(𝑘) does not divide𝑚, then

𝜃 ≅ Res𝑚∕

(
𝐺𝑚

)𝜎
,

for some automorphism 𝜎 on 𝐺 such that 𝜎𝑚 = 1, and 𝜎̄ = 𝜏̄ ∈ Out(𝐺).

This can be viewed as an extension of [7, Theorem 2.3.1], where the authors assumed that 𝜏 is
trivial. Here instead, 𝜎 can be any finite order automorphism of 𝐺, see Corollary 4.1.6. Moreover,
we work over a field 𝑘 of possibly positive characteristic, while [7] considers only the case 𝑘 = ℂ.
In Remark 4.1.3, we also note that the above result remains true if 𝑟 = 2 (resp. 𝑟 = 3) and 𝐺 is
adjoint of type 𝐴2𝓁 , 𝐸6 (resp. 𝐷4).
The key step toward proving this result is Theorem 4.1.2, where we show that indeed, the group

schemeRes𝑚∕(𝐺𝑚
)𝜎 is a parahoric groups scheme 𝜃 for an appropriate 𝜃whichwe can deter-

mine explicitly using Theorem 3.3.1. This heavily relies on Proposition 4.1.1, which can be seen as
the group-theoretic counterpart of the analogous isomorphism that holds at the level of affine Lie
algebras [21, Theorem 8.5]. This perspective will also be the underlying point of view of Section A
and in particular of Theorem A.1.10.
The principal consequence of Theorem 6.2.2 is that the study of parahoric Bruhat–Tits group

can be translated into the analysis of (Γ, 𝐺)-bundles. We first of all show that any two (Γ, 𝐺)-
bundles are isomorphic outside the ramification points of the covering 𝐶 → 𝐶. We then call the
isomorphism class of a (Γ, 𝐺)-bundle around a ramification point the local type of the bundle (as
in [7] and [13]).We further give a combinatorial description of the local types using the nonabelian
cohomologyH1(Γ𝑥, 𝐺) for the cyclic group Γ𝑥 ⊂ Γ fixing the ramified point 𝑥. Intuitively, if we see
the (Γ, 𝐺)-bundle  only as a 𝐺-bundle, this is trivial on the formal neighborhood 𝔻𝑥 of 𝑥. It is
the action of Γ𝑥 on this trivial 𝐺-bundle that can be explicitly determined by an element 𝐺(𝔻𝑥)
satisfying appropriate cocycle conditions. By changing the trivialization, this gives rise to an ele-
ment of H1(Γ𝑥, 𝐺(𝔻𝑥)), which in turn coincides with H1(Γ𝑥, 𝐺) (see Proposition 5.1.3 as well as
[36, Lemma 2.5]). In Proposition 5.2.1, we further show that when𝐺 is simply connected, themod-
uli stack BunΓ,𝐺,𝜅 parameterizing (Γ, 𝐺)-bundles of local type 𝜅 at ramified points is isomorphic
to Bun for some parahoric Bruhat–Tits group .
We are then left to give an explicit description ofH1(Γ, 𝐺) for a cyclic group Γ, whose generator

𝛾 acts on the simple group 𝐺 via an automorphism of 𝐺. Resorting to previous works on twisted
conjugacy classes for simple algebraic groups and related invariant theory [22, 31], we can explicitly
describe H1(Γ, 𝐺) when 𝛾 acts as a diagram automorphism 𝜏 of 𝐺 as follows.

Theorem3.3.1. Let𝑚 be the order ofΓand let its generator 𝛾 act on𝐺 by the diagramautomorphism
𝜏 of order 𝑟. Assume that char(𝑘) does not divide 𝑚. Then if either 𝑘 = ℂ, or 𝐺 is simply connected
or adjoint, then

H1(Γ, 𝐺) ≅

1
𝑚
𝑋∗(𝑇)

𝜏

𝖠𝗏𝜏(𝑋∗(𝑇))⋊𝑊𝜏
,

where 𝑋∗(𝑇) denotes the set of cocharacters of 𝑇, by 𝖠𝗏𝜏 we denote the map averaging the action of
𝜏, and𝑊 is the Weyl group of 𝐺.
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Using this explicit description, we can compare the chamber of Bruhat–Tits buildings for
𝐺(𝑟)

𝜏 with the possible local types of (Γ, 𝐺)-bundles. This is used not only as an effective way
to compute local types of (Γ, 𝐺)-bundles, but also as an ingredient used to prove the results of
Section 4.
In Section A, we explore further consequences of Theorem 3.3.1. When 𝐺 is simply connected,

this can be identified with certain rational points in the fundamental alcove of the affine Weyl
group𝖠𝗏𝜏(𝑋∗(𝑇))⋊𝑊𝜏, see LemmaA.1.5.When𝐺 is adjoint,H1(Γ, 𝐺) has an evenmore concrete
realization, as described in Proposition A.1.8. This has as a consequence that we can extend Kac’s
classification of automorphisms of 𝐺 to fields of positive characteristic not dividing the order of Γ
(Theorem A.1.10).
Some of the results obtained in this paper have been independently obtained by Pappas and

Rapoport in the recent preprint [25]. Their work is more arithmetic oriented than the one pre-
sented here. For instance, their description of local types are Bruhats–Tits-theoretic, while our
description is more group-theoretical and combinatorial in nature. One can also compare [25,
Theorem 1.1] andTheorem6.2.2: under different assumptions—we restrict to characteristic zero—
both statements assert that parahoric Bruhat–Tits group schemes arise from coverings, but the
methods used to reach this result are different. Our result is based on its local counterpart (Theo-
rem 4.1.2), which we prove in a group-theoretical way and where we do not require characteristic
zero. In a previous version of our paper, the argument for Corollary 5.2.2 was incomplete. Since
this is one of the main results of [25] and it does not represent a key element of this paper, in this
version of the paper, we use their work to deduce this result.

1.1 Structure of the paper

In Section 2, we recall the definition of parahoric groups and of parahoric Bruhat–Tits group
schemes. In Section 3, we introduce the concept of nonabelian group cohomology. We give an
explicit description ofH1(Γ, 𝐺)when the cyclic group Γ acts on a simple group𝐺 by diagram auto-
morphisms in Theorem 3.3.1. In Section 4, we give an explicit description of the local structure of
parahoric group schemes (see Theorem 4.1.2). In order to extend this description to a global one,
we introduce in Section 5 the concept of (Γ, 𝐺)-bundle and show that local types uniquely iden-
tify them (Proposition 5.1.9). Finally, in Section 6, we show that all parahoric Bruhat–Tits groups
over a projective smooth curve can be realized from (Γ, 𝐺ad)-bundles (Theorem 6.2.2). Besides
providing many concrete examples of local types and their computations, in Section A, we also
describe H1(Γ, 𝐺) in terms of rational points of the fundamental alcove and classify finite-order
automorphisms of simple algebraic groups (Theorem A.1.10).

1.2 Notation

Throughout we work over an algebraically closed field 𝑘 of characteristic 𝑝. Assumptions
on the characteristic will vary throughout the paper, and will always be allowed to have
characteristic zero.
We denote the valuation field 𝑘((𝑧)) by  and its ring of integers 𝑘[[𝑧]] by . For every 𝑟 ∈ ℕ

such that 𝑝 ̸ |𝑟, we set 𝑟 ∶= 𝑘((𝑧
1
𝑟 )) and similarly 𝑟 ∶= 𝑘[[𝑧

1
𝑟 ]]. The discrete valuation 𝔳 of 

extends to a unique valuation 𝔳𝑟 of𝑟 with values in
1
𝑟
ℤ such that 𝔳𝑟𝑧

1
𝑟 = 1

𝑟
.
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We fix a generator 𝛾 of Gal(𝑟∕) and assume that a primitive 𝑟th root of unity 𝜁𝑟 ∈ 𝑘 is fixed
so that 𝛾(𝑧

1
𝑟 ) ∶= 𝜁−1𝑟 𝑧

1
𝑟 .

Geometrically, this situation corresponds to the tamely ramified Galois covering between
formal disks

𝜋∶ 𝔻𝑟 ∶= Spec(𝑟)⟶ 𝔻 ∶= Spec(),

which restricts to an étale covering𝔻×𝑟 ∶= Spec(𝑟) → 𝔻× ∶= Spec() between punctured disks.
Similarly, when 𝑥 ∈ 𝐶 is a smooth point of a reduced curve, we will denote by 𝑥 the complete
local ring at 𝑥, in formulas 𝑥 = lim←<<O𝐶,𝑝∕𝔪

𝑛
𝑥, and 𝔻𝑥 ∶= Spec(𝑥). By choosing a local coordi-

nate 𝑧 at 𝑥, these are isomorphic to and𝔻. One analogously defines the field𝑥 and the scheme
𝔻×𝑥 = Spec(𝑥).
For every scheme𝑋 over𝔻× (or𝔻), wewill denote by𝑋𝑟

(resp.𝑋𝑟
) the fiber product𝑋 ×𝔻× 𝔻𝑟

(resp. 𝑋 ×𝔻 𝔻𝑟).

2 PARAHORIC BRUHAT–TITS GROUP SCHEMES

In this introductory section, we recall the notions of parahoric groups and the associated group
schemes over . Following [16], in the second half of this section, we introduce a global version
of these groups, that is, parahoric Bruhat–Tits group schemes over curves.

2.1 Parahoric group schemes

We briefly present here the notion of parahoric group schemes, introduced in [9] and to which we
refer for more details. These are connected group schemes  over  such that  are reductive
and the sections () define a parahoric subgroup of (). They are a generalization of constant
group schemes𝐺 for a reductive group scheme𝐺 over 𝑘. In this paper, we only consider the case
in which  is required to be absolutely simple, and we begin describing such groups.
In this section, we denote by  a quasi-split absolutely simple group scheme overwhich splits

over a tamely ramified extension. This implies that we can write

 ≅ Res𝑟∕(𝐺𝑟
)𝜏,

where 𝐺 is a simple algebraic group over 𝑘, 𝜏 is a diagram automorphism of order 𝑟, and char(𝑘)
does not divide 𝑟. The action of 𝜏 on 𝑟 is 𝑘-linear and determined by 𝜏(𝑧

1
𝑟 ) = 𝜁−1𝑟 𝑧

1
𝑟 for 𝜁𝑟 a

primitive 𝑟th root of unity.
The maximal torus  of  can be analogously described as Res𝑟∕(𝑇𝑟 )

𝜏 and contains the
maximal split torus  of  which is isomorphic to the connected component of (𝑇)𝜏, which we
denote by𝑇𝜏,◦


. The relative root system for (,) (which is not necessarily reduced) can be seen

as a quotient of the root system 𝑅 of (𝐺, 𝑇). We call an element 𝑎 of a multiple or divisible root
if 2𝑎 or 1

2
𝑎 is also an element of . This case can only happen when 𝜏 has order 2 and switches

adjacent roots in the Dynkin diagram of 𝐺. In order to describe parahoric subgroups of (),
we briefly introduce the root subgroups 𝑎 of  for every 𝑎 ∈ . In what follows, we denote by
Δ𝑎 ⊂ 𝑅 the set of preimages of 𝑎 ∈ .
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When 𝑎 is not multiple or divisible, then the group𝑎 is given by( ∏
𝛼∈Δ𝑎

𝑈𝛼(𝛼)

)𝜏

,

where 𝛼 is the subfield of 𝑟 that is fixed by the stabilizer of any 𝛼 ∈ Δ𝑎, in formulas 𝛼 =


Stab𝛼
𝑟 . Since the action of 𝜏 on Δ𝑎 is transitive, one can identify𝑎 with𝑈𝛼(𝛼). In this way, the

map 𝑥𝛼 ∶ 𝔾a(𝛼) → 𝑈𝛼(𝛼) induces the Chevalley–Steinberg pinning 𝑥𝑎 ∶ 𝔾a(𝛼) → 𝑎.

Example 2.1.1. In the case of Δ𝑎 = {𝛼, 𝜏(𝛼)}, then

𝑎 = {𝐴𝜏(𝐴) with 𝐴 ∈ 𝑈𝛼(2)}.

Note that 𝜏(𝐴) ∈ 𝑈𝜏(𝛼)(2). The identification of 𝑈𝛼(2) with𝑎 is given by 𝐴 ↦ 𝐴𝜏(𝐴).

The discrete valuation 𝔳 of  induces a unique valuation 𝔳∶ 𝛼 →
1
𝑟
ℤ and, through the pin-

ning 𝑥𝛼, this induces a valuation 𝔳𝑎 on nonidentity elements of 𝑎. Namely, for every 𝐴 ∈
𝑎 ⧵ {0}, we set 𝔳𝑎(𝐴) ∶= 𝔳(𝑥−1𝑎 (𝐴)). This allows us to define, for every 𝓁 ∈ ℝ, the group𝑎,𝓁 ∶=
𝔳−1𝑎 [𝓁,∞) ⊆ 𝑎.
One similarly defines 𝑎 and 𝑎,𝓁 for multiple and divisible roots, and we refer the reader to

[9, 4.1.9] and [17, Appendix].
Consider the affine space generated by the cocharacters of  , that is, 𝐸 = 𝑋∗() ⊗ℤ ℝ, which

we can identify with 𝑋∗(𝑇𝜏) ⊗ℤ ℝ. The bilinear map 𝑋∗() × 𝑋∗() → ℤ induces the map

𝐸 ×→ ℝ, (𝜃, 𝑎) ↦ 𝜃(𝑎).

Definition 2.1.2. We define the parahoric group associated with 𝜃 ∈ 𝐸 to be the subgroup 𝜃 of
() which is generated by 𝑇(𝑟)𝜏,0 and {𝑎,−𝜃(𝑎)}𝑎∈. By [8, 9, 3.8.1, 3.8.3, 4.6.2, 4.6.26, 5.2.6],
there exists a unique affine smooth group scheme 𝜃 over  which extends  and such that
𝜃() = 𝜃. The group 𝜃 is called the parahoric group scheme associated with 𝜃.

2.2 Parahoric Bruhat–Tits group schemes

In the same spirit in which 𝔻× = Spec() and 𝔻 = Spec() detect the local behavior of a smooth
curve at a point, the group schemes that we have described in the previous section provide the
local description of parahoric Bruhat–Tits group schemes. More precisely, we have the following
definition.

Definition 2.2.1. Let 𝐶 be a smooth projective curve over 𝑘. We say that a smooth affine group
scheme  over 𝐶 is a parahoric Bruhat–Tits group scheme over 𝐶 if it satisfies the following
conditions:

(1) All geometric fibers of  are connected.
(2) The generic fiber of  is simple.
(3) For all 𝑥 ∈ 𝐶 such that the fiber |𝑥 is not simple, the group scheme |𝔻𝑥 is a parahoric group

scheme extending |𝔻×𝑥 , that is, (𝔻𝑥) is a parahoric subgroup of (𝔻×𝑥).
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In Section 6, we will see how, under appropriate conditions, parahoric Bruhat–Tits groups can
be recovered from coverings of curves through the concept of (Γ, 𝐺)-bundles.

Remark 2.2.2. The definitions of parahoric Bruhat–Tits groups given in [7, 16] allow the generic
fiber to be semisimple, rather than simple as in our definition. This simplifies our arguments, but
it is not a very restrictive condition. However, we note that in [7, Definition 5.2.1], condition (2.2.1)
is replaced by the assumption that there exists a Zariski open subset𝑈 ⊆ 𝐶 such that|𝑈 ≅ 𝐺 × 𝑈,
for 𝐺 a simple group scheme over 𝑘. From Proposition 6.1.6, in fact, this is equivalent to require
the parahoric Bruhat–Tits group scheme defined in Definition 2.2.1 to be generically split.

3 NONABELIAN GROUP COHOMOLOGY

In this section, we introduce the nonabelian cohomology H1(Γ, 𝐺) of a cyclic group Γ with val-
ues in a simple group 𝐺. We show in Theorem 3.3.1 that this space can be realized as a quotient
of the nonabelian cohomology of Γ with values in a Γ-invariant torus of 𝐺. This will be a key
result used in Section 4 and in Section 5. We postpone to Section A further consequences of Theo-
rem 3.3.1, including an explicit classification of finite-order automorphisms of simple groups (see
Theorem A.1.10).
We begin by recalling the definition of H1(Γ, 𝐴) for a group 𝐴, not necessarily abelian. Fix a

generator 𝛾 of Γ and let 𝑚 be the cardinality of Γ. By abuse of notation, we will still denote by 𝛾
the automorphism of 𝐺 induced by 𝛾. Throughout we will assume that char(𝑘) does not divide
the order of Γ.

Definition 3.0.1. We say that an element g ∈ 𝐴 is a cocycle if

g ⋅ 𝛾(g)⋯ 𝛾𝑚−1(g) = 1 (1)

holds. The set of cocycles is denoted by 𝑍1(Γ, 𝐴). The nonabelian cohomology of Γ with values in
𝐴, denoted byH1(Γ, 𝐴), is the quotient of𝑍1(Γ, 𝐴) by the equivalence relation∼𝛾, which identifies
two cocycles 𝑎 and 𝑏 if and only if there exists an element g ∈ 𝐴 such that 𝑎 = g𝑏𝛾(g)−1.

Remark 3.0.2. This recovers the definition of nonabelian cohomology introduced in [27, Part I,
§5], where a 1-cocycle is defined as being a map 𝜏 → 𝑎𝜏 of Γ to 𝐴 such that

𝑎𝜏1𝜏2 = 𝑎𝜏1𝜏1(𝑎𝜏2) (2)

for all 𝜏1, 𝜏2 ∈ Γ. Two 1-cocycles 𝑎 and 𝑏 are cohomologous if there exists 𝑐 ∈ 𝐴 such that 𝑎𝜏 =
𝑐𝑏𝜏𝜏(𝑐)

−1 for every 𝜏 ∈ Γ. Since Γ is cyclic, a 1-cocycle is uniquely determined by the assignment
𝛾 → 𝑎𝛾, for a generator 𝛾 of Γ and the condition (2) is translated into (1), recovering the definition
of cocycles presented here. Similarly, the equivalence relation ∼𝛾 translates the property of two
1-cocycles being cohomologous.

One can see that H1(Γ, 𝐴) is a pointed space, with the class of 1 ∈ 𝐴 being a preferred point,
but it is not a group if 𝐴 is not abelian. Furthermore, given an exact sequence of groups
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which are equipped with compatible actions of Γ, one obtains an exact sequence

In this way, H1(Γ, 𝐴) can be interpreted as a space which measures the failure of right-exactness
for the functor that takes a group with a Γ action to its subgroup of Γ-invariants.

3.1 Nonabelian cohomology for diagram automorphisms

Let 𝐺 be a simple algebraic group over 𝑘 and assume that the cyclic group Γ acts on 𝐺, hence
on 𝐺(𝑘). Throughout this section, we will further assume that the generator 𝛾 of Γ acts on 𝐺
via a diagram automorphism 𝜏 of order 𝑟 preserving a maximal torus 𝑇 and a Borel subgroup 𝐵
containing 𝑇. We will denote H1(Γ, 𝐺(𝑘)) by H1𝜏(Γ, 𝐺).
Since 𝜏 is a diagram automorphism, theWeyl group𝑊 of (𝐺, 𝑇) is acted on by Γ and we denote

by𝑊𝜏 = 𝑊Γ the invariant elements. Note that if 𝑅 = 𝑅(𝐺, 𝑇) is the root system of 𝐺 relative to 𝑇,
then𝑊𝜏 is the Weyl group of 𝐺𝜏.

Proposition 3.1.1. Using the above notation, there is a bijection

H1𝜏(Γ, 𝐺) ≅ H
1
𝜏(Γ, 𝑇)∕𝑊

𝜏.

We learned from [25] that one could also deduce this result from the proof of [26, Proposition
2.4].We give here a different proof, relying on [22]which focuses on the invariant theory of twisted
conjugacy classes of simple algebraic groups.
We first show that H1𝜏(Γ, 𝐺) is a quotient of H

1
𝜏(Γ, 𝑇). This fact actually holds without the

assumption that 𝛾 acts on 𝐺 by a diagram automorphism, and so, we state and prove this result
without this assumption.

Lemma 3.1.2. Assume that the generator 𝛾 of Γ acts on the simple group 𝐺 by an automorphism 𝜎.
Let𝑇 be amaximal torus preserved by 𝜎 and B a Borel subgroup containing T, which is also preserved
by 𝜎. The natural inclusion 𝐵 ⊆ 𝐺 and projection 𝐵 → 𝑇 induce a surjectionH1𝜎(Γ, 𝑇) → H1𝜎(Γ, 𝐺).

Proof. We first of all recall [33, Lemma 7.3], which ensures that the map 𝐺 × 𝐵 → 𝐺 defined by
(g , 𝑏) ↦ g𝑏𝜎(g)−1 is surjective. This implies that we can write every element 𝑥 ∈ 𝑍1(Γ, 𝐺) ⊆ 𝐺
as 𝑥 = g𝑏𝜎(g)−1 for some g ∈ 𝐺 and 𝑏 ∈ 𝐵. Note that since 𝑥𝜎(𝑥)⋯𝜎𝑟−1(𝑥) = 1, necessarily we
have that also 𝑏𝜎(𝑏)⋯ 𝜏𝑟−1(𝑏) = 1, that is, 𝑏 ∈ 𝑍1(Γ, 𝐵) ⊂ 𝑍1(Γ, 𝐺). The equality 𝑥 = g𝑏𝜎(g)−1

tells us that 𝑥 and 𝑏 define the same element of H1𝜎(Γ, 𝐺) and so that the inclusion of 𝐵 in 𝐺
induces a surjection H1𝜎(Γ, 𝐵) → H1𝜎(Γ, 𝐺).
We now show thatH1𝜎(Γ, 𝐵) ≅ H

1
𝜎(Γ, 𝑇). To show this, consider the exact sequence of algebraic

groups

(3)

on which Γ acts.
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Denote by𝑈(𝓁) = [𝑈(𝓁−1), 𝑈(𝓁−1)] the derived series of𝑈, and set𝑈𝓁 ∶= 𝑈
(𝓁)∕𝑈(𝓁+1). By con-

vention,𝑈(0) = 𝑈. Then𝑈𝓁 can be regarded as a vector space over 𝑘. Let𝑁 be such that𝑈(𝑁) ≠ 0
and 𝑈(𝑁+1) = 0. For any linear action of Γ on 𝑈𝓁 , we have 𝐻𝑖(Γ,𝑈𝓁) = 0 for 𝑖 ⩾ 1, since the
characteristic of 𝑘 does not divide |Γ|. Note that the group 𝑈(𝓁) is a normal subgroup of 𝐵, and
setting 𝐵𝓁 ∶= 𝐵∕𝑈(𝓁), we obtain that𝑈𝓁 is normal in 𝐵𝓁+1 and that 𝐵𝓁 = 𝐵𝓁+1∕𝑈𝓁 . Then, by [27,
Corollary 2, §5.5] and [27, Corollary, §5.6], there exists a natural bijection

𝐻1𝜎(Γ, 𝐵𝓁) ≅ 𝐻
1
𝜎(Γ, 𝐵𝓁+1)

for any 𝓁. Note that 𝐵0 = 𝑇 and 𝐵𝑁+1 = 𝐵. It then follows that H1𝜎(Γ, 𝐵) ≅ H
1
𝜎(Γ, 𝑇). □

In order to show that Proposition 3.1.1 holds, we will use [22, Theorem 1.1]. This result states
that the inclusion map 𝑇 ⊂ 𝐺 induces an isomorphism of schemes

where 𝑇𝜏 consists of the coinvariant 𝑇∕(1 − 𝜏)𝑇 and 𝐺∕∕𝜏𝐺 is the categorical quotient of 𝐺 by the
action of 𝐺 on itself defined as g ∗ ℎ ∶= gℎ𝜏(g)−1.
Combining this statement with Definition 2.1.2, we obtain the commutative diagram

where ∼𝜏 identifies two elements g and g ′ of 𝐺(𝑘) if and only if g = ℎg ′𝜏(ℎ)−1 for some ℎ ∈
𝐺(𝑘). To conclude the proof of Proposition 3.1.1, we are then left to show that the mapH1𝜏(Γ, 𝐺) →
(𝐺∕∕𝜏𝐺)(𝑘) is injective.
Since Γ acts on 𝐺, we can build the disconnected group scheme 𝐺 = 𝐺 ⋊ Γ, whose elements

will be denoted as g .𝛾 for g ∈ 𝐺 and 𝛾𝑖 ∈ Γ. Using this language, 𝐺∕∕𝜏𝐺 is the categorical quo-
tient of the component𝐺.𝛾 by conjugation and𝐺(𝑘)∕ ∼𝜏= 𝐺(𝑘).𝛾∕∼ consists of conjugacy classes
of elements in the component 𝐺.𝛾. In [22, Proposition 3.18], it is shown that every fiber of the
map 𝐺.𝛾 → 𝐺∕∕𝜏𝐺 contains exactly one orbit consisting of semisimple elements. In particular,
the restriction of 𝐺(𝑘).𝛾∕∼ → (𝐺∕∕𝜏𝐺)(𝑘) to semisimple elements in 𝐺.𝛾 is injective. We then
focus our attention on semisimple elements of 𝐺.
As for connected groups, an element g .𝛾 of 𝐺 is semisimple if there exists a linear represen-

tations 𝜌∶ 𝐺 → GL𝑛, such that 𝜌(g .𝛾) is diagonalizable. For a connected group 𝐺, an element is
semisimple if and only if it is conjugated to an element of the torus 𝑇. In the following lemma, we
will see that an analogous statement holds in this situation. Using the terminology introduced in
[31], we say that an element g ∈ 𝐺 is 𝜏-semisimple if and only if g is 𝜏-conjugated to an element
of 𝑇, that is, there exists ℎ ∈ 𝐺 such that ℎg𝜏(ℎ)−1 ∈ 𝑇.

Lemma 3.1.3. An element g ∈ 𝐺 is 𝜏-semisimple if and only if g .𝛾 is semisimple in 𝐺.

Proof. We first of all prove that if g .𝛾 is semisimple, then g is 𝜏-semisimple by applying [22, Propo-
sition 3.4]. Applying that result to the element 𝑧 = 1.𝛾 ∈ 𝐺, we indeed obtain that g .𝛾 is conjugate,



270 DAMIOLINI and HONG

via an element ℎ.1 ∈ 𝐺 to an element of 𝑇𝜏,0.𝛾. Since 𝛾 acts on 𝐺 by 𝜏, this is equivalent to g being
𝜏-conjugate to an element of 𝑇𝜏,0, hence being 𝜏-semisimple.
Conversely, assume that g = ℎ𝑡𝜏(ℎ)−1 for some ℎ ∈ 𝐺 and 𝑡 ∈ 𝑇. This is equivalent to the ele-

ment g .𝛾 ∈ 𝐺 being conjugated to 𝑡.𝛾 via the element ℎ.1. Since semisimplicity of an element in
invariant under conjugation, it is then enough to show that 𝑡.𝛾 is a semisimple element in 𝐺. This
is a direct consequence of the last part of [22, Lemma 3.5] using 𝑧 = 1.𝛾. □

Proof of Proposition 3.1.1. By the above arguments, it is enough to show that every element of
H1𝜏(Γ, 𝐺) can be represented by a 𝜏-semisimple element of 𝐺. This is equivalent to showing that
H1𝜏(Γ, 𝑇) surjects onto H

1
𝜏(Γ, 𝐺), and this is guaranteed by Lemma 3.1.2. □

3.2 Cohomology of tori

Given the results of Proposition 3.1.1, in order to give an explicit description of the local types of
(Γ, 𝐺)-bundles through nonabelian cohomology, we focus our attention on the computation of
H1(Γ, 𝑇).

Lemma 3.2.1. Let 𝑇𝑚 denote the𝑚th torsion elements of 𝑇. The inclusion map 𝑇𝑚 → 𝑇 induces an
isomorphismH1𝜏(Γ, 𝑇) ≅ H

1
𝜏(Γ, 𝑇𝑚).

Proof. Let (−)𝑚 denote the map 𝑇 → 𝑇 given by 𝑡 ↦ 𝑡𝑚. From the exact sequence

we obtain the long exact sequence

Observe that if 𝑡 is a cocycle, that is, belongs to Z1(Γ, 𝑇), then 𝑡𝑚 is zero inH1𝜏(Γ, 𝑇) since it can be
written as 𝑠𝜏(𝑠)−1 for 𝑠 =

∏𝑚−2
𝑖=0 𝜏

𝑖(𝑡)𝑚−1−𝑖 . It follows thatH1𝜏(Γ, 𝑇𝑚) surjects ontoH
1
𝜏(Γ, 𝑇). More-

over, since 𝐺 is simply connected (or adjoint), the group 𝑇𝜏 is connected, so that the induced map
(−)𝑚 between invariants is necessarily surjective, henceH1𝜏(Γ, 𝑇𝑚) injects intoH

1
𝜏(Γ, 𝑇). Thus, we

obtain H1𝜏(Γ, 𝑇𝑚) ≅ H
1
𝜏(Γ, 𝑇) as claimed. □

Proposition 3.2.2. Let Γ be a cyclic group of order 𝑚 acting on the simple algebraic group 𝐺 over
𝑘 by the (diagram) automorphism 𝜏 of order 𝑟. If char(𝑘) does not divide 𝑚 and 𝐺 is either simply
connected or adjoint, then we have a natural identification

H1𝜏(Γ, 𝑇) ≅

𝑟
𝑚
𝑋∗(𝑇)

𝜏

𝖭𝜏(𝑋∗(𝑇))
=

1
𝑚
𝑋∗(𝑇)

𝜏

𝖠𝗏𝜏(𝑋∗(𝑇))
,

where 𝖭𝜏 is the norm operator 1 + 𝜏 +⋯ + 𝜏𝑟−1 and 𝖠𝗏𝜏 =
1
𝑟
𝖭𝜏.
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Proof. We first of all observe that since the group Γ is cyclic, one recovers that H2𝜏(Γ, 𝑋∗(𝑇)) is
isomorphic to 𝑋∗(𝑇)𝜏∕𝖭𝜏,𝑚(𝑋∗(𝑇)) (see, e.g., [5, Example 2, page 58-59]), where 𝖭𝜏,𝑚 denotes
1 + 𝜏 +⋯ + 𝜏𝑚−1. It thus remains to prove that H1𝜏(Γ, 𝑇) ≅ H

2(Γ, 𝑋∗(𝑇)). Moreover, in view of
Lemma 3.2.1, we have

H1𝜏(Γ, 𝑇) ≅ H
1
𝜏(Γ, 𝑇𝑚), (4)

where 𝑇𝑚 denotes the𝑚th torsion elements of 𝑇.
We next have the exact sequence of abelian groups

(5)

wherewe have identify𝑇𝑚 with the quotient𝑋∗(𝑇)∕𝑚𝑋∗(𝑇) as follows. Choose a basis 𝜆1, … , 𝜆𝓁 of
𝑋∗(𝑇), so that 𝑋∗(𝑇) ≅ ℤ𝓁 . Similarly, we fix an isomorphism 𝑇 ≅ (𝑘×)𝓁 , which identifies 𝑇𝑚 with
𝜇𝓁𝑚. The map ℤ

𝓁 → (𝑘×)𝓁 given by (𝑎1, … , 𝑎𝓁) ↦ (𝜁𝑎1 , … , 𝜁𝑎𝓁 ), induces the wanted isomorphism.
We can then take 𝜏-invariants of (5), obtaining the short exact sequence

where we have used the fact that the multiplication map 𝑚 ⋅ ∶ 𝑋∗(𝑇) → 𝑋∗(𝑇) induces the zero
maps H1𝜏(Γ, 𝑋∗(𝑇)) → H1𝜏(Γ, 𝑋∗(𝑇)) and H

2
𝜏(Γ, 𝑋∗(𝑇)) → H2𝜏(Γ, 𝑋∗(𝑇)) (see, e.g., [30, §7.7]).

In order to conclude, it suffices to show thatH1𝜏(Γ, 𝑋∗(𝑇)) = 0. When𝐺 is simply connected (or
adjoint), we can identify 𝑋∗(𝑇) with ℤ𝓁 , with the action of 𝜏 given by either

𝜏(𝑎1, … , 𝑎𝓁) = (𝑎𝓁 , … , 𝑎1) if 𝜏 has order 2

or

𝜏(𝑎1, 𝑎2, 𝑎3) = (𝑎2, 𝑎3, 𝑎1) if 𝜏 has order 3 (and so necessarily 𝐺 of type 𝐷4).

In both cases, a direct computation shows that H1𝜏(Γ, ℤ
𝓁) = 0, implying the isomorphism

H1𝜏(Γ, 𝑇𝑚) ≅ H
2
𝜏(Γ, 𝑋∗(𝑇)) that, combined with (4), allows us to conclude. □

Remark 3.2.3. When 𝑘 = ℂ, one does not need to assume that 𝐺 is adjoint or simply connected to
obtain the isomorphism of Proposition 3.2.2. In fact, we have the exact sequence

(6)

where 𝑒(ℎ) ∶= exp(2𝜋𝑖ℎ) and we can identify 𝔥 with 𝑋∗(𝑇) ⊗ℤ ℂ.
The action of Γ on 𝑇 induces an action on 𝔥 and on 𝑋∗(𝑇), which we still denote 𝜏. Taking 𝜏-

invariants of (6) (seen as an exact sequence of abelian groups), we obtain the following long exact
sequence of abelian groups:

hence the desired isomorphism claimed in Proposition 3.2.2.
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Moreover, given an element [𝑡] ∈ H1𝜏(Γ, 𝑇), we explicitly describe the associated equivalence
class in 1

𝑚
𝑋∗(𝑇)

𝜏∕𝖠𝗏𝜏(𝑋∗(𝑇)). Choose ℎ ∈ 𝔥 such that 𝑡 = 𝑒(ℎ), then the natural mapH1𝜏(Γ, 𝑇) ≅
1
𝑚
𝑋∗(𝑇)

𝜏∕𝖠𝗏𝜏(𝑋∗(𝑇)) identifies [𝑒(ℎ)] = [𝑡] to the element 𝖠𝗏𝜏(ℎ) =
1
𝑚
[ℎ + 𝜏(ℎ) +⋯ + 𝜏𝑚−1(ℎ)]

of 1
𝑚
𝑋∗(𝑇)

𝜏∕𝖠𝗏𝜏(𝑋∗(𝑇)). This can be seen from the explicit computation of the cohomology of
cyclic groups as in [5, Example 2, page 58-59].

3.3 Cohomology of simple groups

We now combine Proposition 3.1.1, Proposition 3.2.2, and Remark 3.2.3 to deduce the following
result.

Theorem 3.3.1. Let Γ = ⟨𝛾⟩ be the cyclic group of order 𝑚 such that 𝛾 acts on 𝐺 via a diagram
automorphism 𝜏 of order 𝑟. Then if either 𝑘 = ℂ or 𝐺 is simply connected or adjoint (and char(𝑘)
does not divide𝑚), then

H1𝜏(Γ, 𝐺) ≅

1
𝑚
𝑋∗(𝑇)

𝜏

𝖠𝗏𝜏(𝑋∗(𝑇))⋊𝑊𝜏
=

𝑟
𝑚
𝑋∗(𝑇)

𝜏

𝖭𝜏(𝑋∗(𝑇))⋊𝑊𝜏
,

where 𝖭𝜏 ∶= 𝑟𝖠𝗏𝜏.

4 PARAHORIC GROUP SCHEMES

The main result of this section is to realize every parahoric group scheme through invariant
sections of restriction of scalars.

4.1 Parahoric group schemes from invariants

Throughout this section, 𝐺 is a simple group over 𝑘 that is assumed to be simply connected. We
will denote by 𝐺ad the adjoint quotient of 𝐺. Let Γ be the cyclic group of order 𝑚 and assume
that char(𝑘) does not divide𝑚. Assume that a generator of Γ acts on 𝐺 (and on 𝐺ad) by a diagram
automorphism 𝜏 preserving the maximal tori 𝑇 and 𝑇ad. In view of Theorem 3.3.1, for any 𝜅 ∈
H1𝜏(Γ, 𝐺ad), we can choose 𝜅 = [𝑡] for some 𝑡 ∈ 𝑇

𝜏
ad
. We then let 𝜎 be the automorphism Ad𝑡◦𝜏.

Then 𝜎𝑚 = 1. Moreover, 𝑡 can be written as 𝜁𝜆𝑚, for 𝜆 ∈ 𝑋∗(𝑇ad). The group Γ also acts on 𝑚

by 𝛾(𝑧
1
𝑚 ) = 𝜁−1𝑚 𝑧

1
𝑚 . It follows that we can define two actions of Γ on the group scheme 𝐺𝑚

, one
induced by 𝜎 and another one by 𝜏. We can then define two group schemes over, namely,

𝐺𝜎, ∶= Res𝑚∕(𝐺𝑚
)𝜎 and 𝐺𝜏, ∶= Res𝑟∕(𝐺𝑟

)𝜏,

whose global sections are contained in 𝐺(𝑚).
We now show that these group schemes are naturally isomorphic. This can be interpreted

as a group version of the Lie algebra isomorphism between 𝔤(𝑟)
𝜏 and 𝔤(𝑚)

𝜎 (see, e.g., [21,
Chapter 8]). The key ingredient is to explicitly relate the two actions 𝜎 and 𝜏 on 𝐺𝑚

. Choose an
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isomorphism between 𝑋∗(𝑇ad) and ℤ𝓁 so that the element 𝜆 corresponds to (𝜆1, … , 𝜆𝓁). Similarly,

we identify the torus 𝑇ad with𝔾𝓁
m and let 𝑧

𝜃 denote the element of 𝑇ad(𝑚) given by (𝑧
𝜆1
𝑚 , … , 𝑧

𝜆𝓁
𝑚 ).

In fact, 𝜃 = 𝜆
𝑚
∈ 1

𝑚
𝑋∗(𝑇ad)

𝜏.

Proposition 4.1.1. The map Ad𝑧𝜃 induces an isomorphism of group schemes

Proof. Let Γ be the Galois group Gal(𝑚∕) with a generator 𝛾. After the base change, we have
the following isomorphism:

Res𝑟∕(𝐺𝑟
) × 𝑚 ≅ 𝐺𝑚

,

where the Galois group Γ acting on Res𝑟∕(𝐺𝑟
) × 𝑚 corresponds to the action of 𝛾 on 𝐺𝑚

given by combining 𝜏 on 𝐺 and the field automorphism 𝑧 ↦ 𝜁−1𝑚 𝑧. Similarly, we have

Res𝑚∕(𝐺𝑚
) × 𝑚 ≅ 𝐺𝑚

,

where the Galois group action corresponds to 𝛾 acts on 𝐺𝑚
given by combining 𝜎 on 𝐺, and

the field automorphism as above. One may check easily that the automorphism Ad𝑧𝜃 ∶ 𝐺𝑚
≅

𝐺𝑚
intertwines with the two actions given above. By Galois descent, we obtain the isomorphism

Res𝑟∕(𝐺𝑟
)𝜏

≅
<<<<<<<→ Res𝑚∕(𝐺𝑚

)𝜎. □

Theorem 4.1.2. Let 𝜎 be an automorphism of 𝐺 arising from a class 𝜅 ∈ H1𝜏(Γ, 𝐺ad) as above.
Under the isomorphism of Proposition 4.1.1, the group scheme Res𝑚∕(𝐺𝑚

)𝜎 is isomorphic to the
parahoric group scheme 𝜃 , where 𝜃 =

𝜆
𝑚
.

Proof. Let 𝐵 be the Borel subgroup preserved by 𝜏 which contains 𝑇. Let 𝐵− be the opposite Borel
subgroup of 𝐵. Let 𝑈± be the unipotent radical of 𝐵±. It is well known that the multiplication
𝑈− × 𝑈 × 𝑇 → 𝐺 is an open embedding of varieties over 𝑘. It induces an open embedding of their
jet schemes as provarieties over 𝑘:

𝑈−(𝑚) × 𝑈(𝑚) × 𝑇(𝑚) → 𝐺(𝑚).

By taking 𝜎-invariants, we get an open embedding:

𝑈−(𝑚)
𝜎 × 𝑈(𝑚)

𝜎 × 𝑇(𝑚)
𝜎 → 𝐺(𝑚)

𝜎.

Since 𝐺 is simply connected, 𝐺𝜎 is a connected simple algebraic group, cf. [33]. Thus, 𝐺(𝑚)𝜎 is
also a connected proalgebraic group over 𝑘. As a consequence, 𝑈−(𝑚)𝜎,𝑈(𝑚)𝜎, and 𝑇(𝑚)𝜎
generate 𝐺(𝑚)𝜎.
Via the isomorphismAd𝑧𝜃 ∶ 𝐺𝜏, ≅ 𝐺𝜎, given in Proposition 4.1.1, we can identify the relative

root systems for 𝐺𝜏, and 𝐺𝜎,. For any relative root 𝑎 ∈ ,𝑎 denotes the root subgroup in 𝐺𝜏,
and we denote  ′

𝑎 the associated root subgroup in 𝐺𝜎,. Moreover, there is a natural valuation
structure on ′

𝑎. Using the description of the root subgroups given in Section 2 and the analog for
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 ′
𝑎, by direct calculation, we have for any 𝑎 ∈  the identification

Ad𝑧𝜃 (𝑎,−𝜃(𝑎)) =  ′
𝑎,0.

Moreover, Ad𝑧𝜃 (𝑇(𝑟)𝜏) = 𝑇(𝑚)𝜎. Let 
±
𝜃
be the subgroup of  generated by {𝑎,−𝜃(𝑎) ∶ 𝑎 ∈

±}. Then, Ad𝑧𝜃 (
±
𝜃
) = 𝑈±(𝑚)

𝜎.
It follows that Ad𝑧𝜃 (𝜃) = 𝐺(𝑚)𝜎. In view of [9, I.7.6], the isomorphism Ad𝑧𝜃 ∶ 𝐺𝜏, ≅ 𝐺𝜎,

uniquely extends to an isomorphism 𝜃 ≅ Res𝑚∕(𝐺𝑚
)𝜎. □

Remark 4.1.3. In Theorem 4.1.2, we have assumed that 𝐺 is simply connected, so that we can
ensure that 𝐺𝜎 and 𝐺(𝑚)𝜎 are connected. When 𝐺 is not simply connected, this property does
not automatically hold, but it will depend on the type of the group 𝐺. When 𝐺 is adjoint and 𝜏
has order 2 (resp. 3), this will be the case when 𝐺 is of type 𝐴2𝓁 or 𝐸6 (resp. 𝐷4), cf. [33, 9.8]. So, in
these cases, Theorem 4.1.2 also holds when 𝐺 is of adjoint type.

In the above,we consider the automorphism𝜎 arising froma class 𝜅 ∈ H1𝜏(Γ, 𝐺ad). In the follow-
ing proposition and its corollary, we obtain a decomposition of every finite-order automorphism
of 𝐺. We allow here 𝐺 to be a simple group that is not necessarily simply connected.

Proposition 4.1.4. Let 𝐺 be a simple algebraic group over 𝑘. Let 𝜎 be an automorphism of 𝐺 of
order𝑚 and assume that char(𝑘) does not divide𝑚. Then we have a decomposition

𝜎 = Ad𝑡◦𝜏,

where 𝜏 is a diagram automorphism of 𝐺 preserving a Borel 𝐵 and a maximal torus 𝑇 contained in
𝐵, and 𝑡 is a 𝜏-invariant element of 𝑇ad that can be written as 𝜁𝜆𝑚 for 𝜆 ∈ 𝑋∗(𝑇ad)𝜏.

Proof. We first assume that 𝐺 is adjoint. Then, we write 𝜎 = Adg◦𝜏′, for some diagram auto-
morphism 𝜏′ preserving a Borel subgroup 𝐵′ and a maximal torus 𝑇′ contained in 𝐵′. By
the condition 𝜎𝑚 = 1 and the fact that 𝐺 is adjoint, we deduce that g satisfies the condition
g𝜏′(g)⋯ (𝜏′)𝑚−1(g) = 1. Thus, [g] ∈ H1

𝜏′
(Γ, 𝐺) where Γ is the cyclic group of order 𝑚. By The-

orem 3.3.1, there exists 𝑡′ ∈ 𝑇′ such that [g] = [𝑡′], with 𝑡′ = (𝜁𝑚)𝜆 for some 𝜆 ∈ 𝑋∗(𝑇′)𝜏
′ . One

may observe that [g] = [𝑡′] is equivalent to that, there exists an element 𝑘 ∈ 𝐺, such that 𝜎 =
Ad𝑘◦Ad𝑡′◦𝜏

′◦Ad𝑘−1 . Thus, 𝜎 = Ad𝑡◦𝜏, where 𝜏 = Ad𝑘◦𝜏′◦Ad𝑘−1 is a diagram automorphism pre-
serving 𝐵 = Ad𝑘(𝐵′) and 𝑇 = Ad𝑡(𝑇′), and 𝑡 = Ad𝑘(𝑡′) = 𝜁𝜆𝑚 ∈ 𝑇 with 𝜆 regarded as an element
in 𝑋∗(𝑇)𝜏.
Now, let𝐺 be a simple algebraic group that is not adjoint. Passing to 𝐺̄ = 𝐺ad = 𝐺∕𝑍(𝐺), we can

write 𝜎 = Ad𝑡◦𝜏 where 𝜏 preserves a Borel subgroup 𝐵̄ of 𝐺ad and a maximal torus 𝑇̄ contained
in 𝐵̄, and 𝑡 ∈ 𝑇̄𝜏. Denoting by 𝑇 and 𝐵 the preimages of 𝑇̄ and 𝐵̄ in 𝐺, the result is proved. □

Corollary 4.1.5. Let 𝐺 be a simple algebraic group over 𝑘. Let 𝜎 be an automorphism on 𝐺 of finite
order. Assume that char(𝑘) does not divide the order of 𝜎 and the order of the center of 𝐺𝜂,0, where 𝜂
is a diagram automorphism such that 𝜎̄ = 𝜂 ∈ Out(𝐺). Then, we have a decomposition

𝜎 = Ad𝑡◦𝜏,
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where 𝜏 is a diagram automorphism preserving a Borel subgroup 𝐵 and a maximal torus 𝑇 con-
tained in 𝐵, and 𝑡 = 𝜁𝜆𝑀 for some positive integer 𝑀 and 𝜆 ∈ 𝑋∗(𝑇)𝜏. In fact, one can take 𝑀 =|𝜎| ⋅ |𝑍(𝐺𝜏,0)|, where 𝑍(𝐺𝜏,0) is the center of 𝐺𝜏,0.
Proof. It follows from Proposition 4.1.4 that we can write 𝜎 = Ad𝑡◦𝜏 where 𝜏 preserves a Borel
subgroup 𝐵̄ of 𝐺ad and a maximal torus 𝑇̄ contained in 𝐵̄, and 𝑡 ∈ 𝑇̄𝜏. Denote by 𝑇 and 𝐵 the
preimages of 𝑇̄ and 𝐵̄ in 𝐺. Let 𝑇̄𝑚 be the subgroup of 𝑇̄ consisting of those elements 𝑡 such
that 𝑡𝑚 = 1. The surjective map 𝑇 ↦ 𝑇̄ induces the surjective morphism 𝜋 ∶ 𝑇𝜏,0 → 𝑇̄𝜏, which
restricts to the surjection 𝑇𝜏,0𝑀 → 𝑇̄𝜏𝑚 where 𝑀 = 𝑚 ⋅ |𝑍(𝐺𝜏,0)|, as ker(𝜋) = 𝑍(𝐺𝜏,0) (see, e.g.,[32,
Corollary 7.6.4 (iii)]). In particular, this means that for such an𝑀, there exists 𝑡 ∈ 𝑇𝜏,0𝑀 such that
𝑡 is the image of 𝑡 in 𝑇̄. Moreover, by assumption char(𝑘) does not divide 𝑀, hence there exists
an𝑀th primitive root of unity 𝜁𝑀 . Observe that the assignment 𝜇 ↦ 𝜁𝜇𝑀 induces a surjective map
𝑋∗(𝑇)

𝜏 = 𝑋∗(𝑇
𝜏,0) → 𝑇𝜏,0𝑀 . It follows that we can write 𝑡 = 𝜁𝜆𝑀 for some 𝜆 ∈ 𝑋∗(𝑇)𝜏. Thus, 𝜎 =

Ad𝑡◦𝜏 on 𝐺 with 𝑡 = 𝜁𝜆𝑀 for some 𝜆 ∈ 𝑋∗(𝑇)𝜏. □

We can further obtain the following generalization of Theorem 4.1.2.

Corollary 4.1.6. Let 𝐺 be a simply connected simple algebraic group with a finite-order automor-
phism 𝜎 such that 𝜎𝑚 = 1, and char(𝑘) does not divide 𝑚. Then, Res𝑚∕(𝐺𝑚

)𝜎 is a parahoric
group scheme.

Proof. By Proposition 4.1.4, we are able to write 𝜎 = Ad𝑡◦𝜏 for some diagram automorphism 𝜏
preserving a maximal torus 𝑇, and an element 𝑡 ∈ 𝑇ad such that 𝑡𝑚 = 1. It then follows from
Theorem 3.3.1 that [𝑡] ∈ H𝜏(Γ, 𝐺ad). We are then in the assumptions of Theorem 4.1.2, so that we
can conclude that Res𝑚∕(𝐺𝑚

)𝜎 is a parahoric group scheme as desired. □

4.2 Matching with Bruhat–Tits building of 𝑮(𝒓)
𝝉

Weassume that𝐺 is simply connected. Following [34],we describe the chamber of theBruhat–Tits
building of the twisted loop group 𝐺(𝑟)

𝜏 for the maximal split -torus 𝑇𝜏 ×𝑘 , and the corre-
sponding affine Weyl group action. The chamber corresponding to 𝑇𝜏 ×𝑘  is given by 𝑋∗(𝑇)𝜏ℝ.
The group 𝑊𝜏 can be regarded as the Weyl group of the relative root systems corresponding
to 𝑇𝜏 ×𝑘 . The translation part comes from 𝑇(𝑟)

𝜏∕𝑇(𝑟)
𝜏. Note that there is a natural iden-

tification 𝑋∗(𝑇)𝜏 ≅ 𝑇(𝑟)
𝜏∕𝑇(𝑟)

𝜏 given by 𝜆̄ ↦
∏𝑟−1
𝑖=0 𝜏

𝑖(𝑡
𝜆
𝑟 ) for any 𝜆̄ ∈ 𝑋∗(𝑇)𝜏, where 𝜆 is a

representative of 𝜆̄ in 𝑋∗(𝑇) [2, Section 2.3]. Then the translation lattice on the chamber 𝑋∗(𝑇)𝜏ℝ
is exactly given by 𝖠𝗏𝑟(𝑋∗(𝑇)).
Given an element 𝜃 ∈ 𝑋∗(𝑇)𝜏ℚ, let𝑚 be the minimal positive integer such that 𝜃 ∈ 1

𝑚
𝑋∗(𝑇ad)

𝜏.
We write 𝜃 = 𝜆

𝑚
for some 𝜆 ∈ 𝑋∗(𝑇ad)𝜏 and set 𝜎 = Ad𝜁𝜆𝑚◦𝜏 for some 𝑚th primitive root 𝜁𝑚 of

unity. The following corollary follows from Theorem 4.1.2.

Theorem 4.2.1. If char(𝑘) does not divide𝑚, then there exists an isomorphism of group schemes

Res𝑟∕(𝐺𝑟
)𝜎 ≅ 𝜃,

where 𝜃 is the parahoric group scheme corresponding to 𝜃.
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From the Bruhat–Tits theory, parahoric group schemes are determined by facets, that is, any
interior points of a given facet give rise to the same parahoric group scheme. From this corollary,
we can try to find an interior point in a given facet such that 𝑚 is minimal. Thus, the restriction
of the characteristic 𝑝 can be very small.

Remark 4.2.2. Let  be a special parahoric group scheme over  of type 𝑋(𝑟)𝑁 with 𝑟 > 1. Here,
“special” refers to that the parahoric group schemes correspond to special vertices of Bruhat–
Tits building of 𝐺(𝑟)

𝜏. When 𝑋(𝑟)𝑁 ≠ 𝐴(2)
2𝓁 , the parahoric group scheme  is isomorphic to

Res𝑟∕(𝐺𝑟
)𝜎 where 𝜎 is a diagram automorphism of order 𝑟. When 𝑋(𝑟)𝑁 = 𝐴(2)

2𝓁 , there are two
special parahoric group schemes that are not isomorphic. One of them can be realized using a dia-
gram automorphism of order 2, while another one can be realized by a standard automorphism
of order 4, see [2, 20].

5 (𝚪, 𝑮)-BUNDLES

5.1 (𝚪, 𝑮)-bundles and their local types

We recall in this section the notion of (Γ, 𝐺)-bundles, following [7, 13]. Let Γ be a finite group
acting on a smooth and projective curve 𝐶. Assume further that 𝐺 is an affine group scheme over
𝑘 and fix an action of Γ on 𝐺 via 𝜌∶ Γ → Aut(𝐺). Throughout we will assume that 𝐺 is smooth
and that the characteristic of 𝑘 does not divide |Γ|.
Definition 5.1.1. A (Γ, 𝐺)-bundle is the data of a right 𝐺-bundle  over 𝐶 together with a left
action of Γ on its total space, lifting the action of Γ on 𝐶, and compatible with the action of Γ on
𝐺.

Remark 5.1.2. One can similarly define a (Γ, 𝐺)-bundle as being a left 𝐺-bundle with a right
action of Γ on its total space. It will be clear from the context which version we are going
to use.

More explicitly, on every Γ-equivariant open set 𝑈 ⊆ 𝐶 on which  is trivial as a 𝐺-bundle, we
can express the compatibility condition as follows. Let 1 ∈ (𝑈) define a trivialization of  , then
for all 𝛾 ∈ Γ and g ∈ 𝐺(𝑈), we require that

𝛾(1 ⋅ g) = 𝛾(1) ⋅ 𝜌𝛾(g). (7)

This, in particular, tells us that the action of Γ on  is uniquely determined by the action of Γ on
the preferred section 1 and the fixed action of Γ on 𝐺 by 𝜌.
We now consider the case in which𝑈 is replaced by the disk 𝔻𝑥 = Spec(𝑘[[𝑧𝑥]]) around a point

𝑥 ∈ 𝐶. The stabilizer Γ𝑥 of 𝑥 ∈ 𝐶 is a cyclic group, denote its generator by 𝛾𝑥, and denote by𝑚𝑥 its
order. Then, on the formal disk 𝔻𝑥 about 𝑥, the element 𝛾𝑥 acts multiplying the local coordinate
𝑧𝑥 by a primitive 𝑚𝑥th root of unity. Any (Γ, 𝐺)-bundle  on 𝐶 trivializes, as a 𝐺-bundle, over
𝔻𝑥. We fix a trivialization induced by the element 1 ∈ (𝔻𝑥), so that we can, and will, identify
𝛾𝑥(1) with a unique element of 𝐺(𝔻𝑥) and 1 with the unit of 𝐺(𝔻𝑥). We then deduce from (7) and
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𝛾
𝑚𝑥
𝑥 = 𝑒, that 𝛾𝑥(1) needs to satisfy the cocycle condition

𝛾𝑥(1)𝜌𝛾(𝛾𝑥(1))⋯ 𝜌
𝑚𝑥−1
𝛾 (𝛾𝑥(1)) = 1.

Changing the trivialization to 1′ ∈ (𝔻𝑥), we obtain that

𝛾𝑥(1
′) = 𝑎 ⋅ 𝛾𝑥(1) ⋅ 𝜌

−1
𝛾 (𝑎),

for 𝑎 ∈ 𝐺(𝔻𝑥) such that 1 = 1′ ⋅ 𝑎. It follows that isomorphism classes of (Γ𝑥, 𝐺)-bundles on 𝔻𝑥
are described by the nonabelian cohomologyH1(Γ𝑥, 𝐺(𝔻𝑥)), where we view 𝐺(𝔻𝑥) as a Γ𝑥-group
through the combined actions of Γ𝑥 on 𝔻𝑥 and on 𝐺 (via 𝜌).
Similarly to [36, Lemma 2.5], we have the following statement.

Proposition 5.1.3. The closed embedding 𝑥 → 𝔻𝑥 (or equivalently the evaluation map 𝑘[[𝑧𝑥]] → 𝑘
given by 𝑧𝑥 ↦ 0) induces an isomorphism H1(Γ𝑥, 𝐺(𝔻𝑥)) ≅ H

1(Γ𝑥, 𝐺(𝑘)). In particular, isomor-
phism classes of (Γ𝑥, 𝐺)-bundles on 𝔻𝑥 are in bijection withH1(Γ𝑥, 𝐺(𝑘)).

Proof. It is enough to show that the evaluation map induces an injection of H1(Γ𝑧, 𝐺(𝔻𝑥)) into
H1(Γ𝑥, 𝐺(𝑘)) since this map is already surjective. This can be seen as a consequence of either [13,
Proposition 2.9] or [15, Claim 3.2]. □

Using the same terminology introduced by [7] and used also in [13], we define the concept of
local type in cohomological terms.

Definition 5.1.4. For every (Γ, 𝐺)-bundle  on𝐶 and 𝑥 ∈ 𝐶with stabilizer Γ𝑥, we call local type of
 at 𝑥 the element 𝜅 ∈ H1(Γ𝑥, 𝐺) ∶= H1(Γ𝑥, 𝐺(𝑘)), which corresponds to the isomorphism class
of  on 𝔻𝑥 via Proposition 5.1.3.

Remark 5.1.5. Observe that for all 𝛾 ∈ Γ and 𝑥 ∈ 𝐶, one has that Γ𝛾(𝑥) = 𝛾Γ𝑥𝛾−1. Moreover, if an
element 𝜅 ∈ H1(Γ𝑥, 𝐺) describes the local type of the (Γ, 𝐺)-bundle  around 𝑥, this uniquely
determines the element 𝛾(𝜅) ∈ H1(Γ𝛾(𝑥), 𝐺) corresponding to the local type of  around 𝛾(𝑥).
Thus, specifying the local type of  at 𝑥 automatically specifies the local type of  at all the points
in the same orbit of 𝑥.

5.1.6 Patching

We can use themain theorem of [3], to show that (Γ, 𝐺)-bundles on𝐶 can be obtained by patching
together local (Γ, 𝐺)-bundles. The covering that we will use consists of the complement of the
ramification locus 𝑅 of the action of Γ on 𝐶, and of formal neighborhoods 𝔻𝑥 about every point
𝑥 ∈ 𝑅. We begin with the following result.

Lemma 5.1.7. Let  be a (Γ, 𝐺)-bundle on 𝐶. Let𝑈 = 𝐶 ⧵ 𝑅 be the complement of the ramification
locus of the action of Γ on 𝐶. Then the restriction of  to 𝑈 is isomorphic to the trivial (Γ, 𝐺)-bundle
over𝑈.
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Proof. In view of [13, Theorem 3.1], it is enough to show that 𝜋∗()Γ is the trivial 𝜋∗(𝐺 × 𝑈)Γ-
bundle on the quotient curve 𝑈∕Γ. Since U does not contain any ramification point, we deduce
from [13, Proposition 2.9] that 𝜋∗()Γ is a 𝜋∗(𝐺 × 𝑈)Γ-bundle. Moreover, the group 𝜋∗(𝐺 × 𝑈)Γ is
a parahoric Bruhat–Tits group over the affine curve 𝑈∕Γ, hence [16, Theorem 1] guarantees that
𝜋∗()

Γ ≅ 𝜋∗(𝐺 × 𝑈)
Γ, concluding the argument. □

Remark 5.1.8. The idea underlying the proof of the above result can be found also in the proof of
[19, Lemma 3.1].

The following result tells us that we can reconstruct (Γ, 𝐺)-bundles from local types at the
ramification points.

Proposition 5.1.9. Let 𝐶 be a smooth and projective curve with a Γ action and 𝜌∶ Γ → Aut(𝐺)
be a group homomorphism. Let 𝑅 ⊂ 𝐶 be the ramification locus for the action of Γ. Choose 𝑆 =
{𝑥1, … , 𝑥𝑠} ⊆ 𝑅 such that 𝑅 = ⊔𝑥𝑖∈𝑆Γ𝑥𝑖 and, for every 𝑥 ∈ 𝑆, choose an element 𝜅𝑥 ∈ H1(Γ𝑥, 𝐺).
Then there exists a (Γ, 𝐺)-bundle over 𝐶 with local types 𝛾(𝜅𝑥) at every point 𝛾(𝑥) ∈ 𝑅 with 𝑥 ∈ 𝑆
and 𝛾 ∈ Γ.

Proof. In view of Remark 5.1.5, it is enough to show that there exists a (Γ, 𝐺)-bundle over 𝐶 with
local types 𝜅𝑥 at every point 𝑥 ∈ 𝑆. From Proposition 5.1.3, we know that 𝜅𝑥 extends uniquely
to an element of H1(Γ𝑥, 𝐺(𝔻𝑥)), and this defines an isomorphism class of (Γ, 𝐺)-bundles on the
disjoint union ⊔𝛾∈Γ∕Γ𝑥𝐷𝛾(𝑥) of the prescribed local type. On the open curve 𝑈 = 𝐶 ⧵ 𝑅, we take
the trivial (Γ, 𝐺)-bundle𝑈 × 𝐺. For these data to give rise to a (Γ, 𝐺)-bundle on the whole curve𝐶,
it is enough to show that H1(Γ𝑥, 𝐺(𝔻×𝑥)) is trivial. Rewriting this in terms of Galois cohomology,
this equals H1(𝑚𝑥

∕, 𝐻), where 𝐻 ∶= (Res𝑚𝑥∕
(𝐺𝑚𝑥

))Γ𝑥 is a smooth and connected group
over Spec(). Recall thatH1(𝑚𝑥

∕, 𝐻) can be identified with the set of isomorphism classes of
𝐻-bundles over Spec(), which are trivial after base change to Spec(𝑚𝑥

). Thus, the triviality of
H1(𝑚𝑥

∕, 𝐻) follows from the fact that the absolute Galois cohomologyH1(, 𝐻) vanishes, and
this follows from [6, p. 484]. □

5.2 Components of 𝐁𝐮𝐧𝚪,𝑮

Let 𝐶 be a smooth and projective curve on which the finite group Γ acts and assume that Γ
acts on the group 𝐺. We focus here on the moduli stack BunΓ,𝐺 of (Γ, 𝐺)-bundles on 𝐶. As
in the statement of Proposition 5.1.9, let 𝑆 = {𝑥1, … , 𝑥𝑠} be a subset of the ramification locus
𝑅 such that 𝑅 = ⊔𝑠

𝑖=1
Γ𝑥𝑖 . Further denote by Γ𝑖 the stabilizer groups at 𝑥𝑖 . For every 𝑥𝑖 ∈ 𝑆,

choose an element 𝜅𝑖 ∈ H1(Γ𝑖, 𝐺) and denote by 𝜅 the 𝑠-tuple (𝜅1, … , 𝜅𝑠). Denote by BunΓ,𝐺,𝜅
the moduli stack of (Γ, 𝐺)-bundles on 𝐶 with local types 𝜅 at 𝑥⃗. It follows from Proposi-
tion 5.1.9 that BunΓ,𝐺,𝜅 is always nonempty. Moreover, by [13], BunΓ,𝐺,𝜅 is isomorphic to Bun𝜅 ,
where

𝜅 = AutΓ,𝐺(),

for a (Γ, 𝐺)-bundle  in BunΓ,𝐺,𝜅.
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Proposition 5.2.1. If 𝐺 is simply connected, then the group scheme 𝜅 is a parahoric Bruhat–Tits
group scheme over 𝐶̄ = 𝐶∕Γ. In particular, BunΓ,𝐺,𝜅 is connected.

Proof. Let 𝛾𝑖 be a generator of Γ𝑖 . Then the local type 𝜅𝑖 = [𝑡𝑖] ∈ H1(Γ𝑖, 𝐺) gives rise to a finite-
order automorphism 𝜎𝑖 ∶= Ad𝑡𝑖◦𝛾𝑖 on𝐺. By Proposition 5.1.3,H

1(Γ𝑖, 𝐺) ≅ H
1(Γ𝑖, 𝐺(𝔻𝑥𝑖 )). Fix any

 ∈ BunΓ,𝐺,𝜅. Then, [|𝔻𝑥𝑖 ] ∈ 𝐻1(Γ𝑥, 𝐺(𝔻𝑥)) ≅ 𝐻1(Γ𝑥, 𝐺) (by Proposition 5.1.3). It actuallymeans
that |𝔻𝑥𝑖 is isomorphic to the (Γ𝑥, 𝐺)-bundle ◦

𝑖
∶= 𝔻𝑥𝑖 × 𝐺, which is a trivial 𝐺-bundle and the

action of 𝛾𝑖 is given by (𝑧, g) ↦ (𝛾𝑖(𝑧), 𝑡𝑖𝛾𝑖(g)). This implies that

AutΓ𝑖,𝐺(|𝔻𝑥𝑖 ) ≅ AutΓ𝑖,𝐺(◦
𝑖 ) ≅ Res𝔻𝑥𝑖 ∕𝔻𝑥̄𝑖

(𝐺𝔻𝑥𝑖
)𝜎𝑖 ,

where 𝑥̄𝑖 is the image of 𝑥𝑖 under the projection map 𝐶 → 𝐶∕Γ. By Corollary 4.1.6, AutΓ𝑖,𝐺(|𝔻𝑥𝑖 )
is a parahoric group scheme. Thus, 𝜅 = AutΓ,𝐺() is a parahoric Bruhat–Tits group scheme over
𝐶̄.
The second statement follows from [16, Theorem 2]. □

The following result can be seen as a consequence of the above proposition together with [25,
Theorem 4.2] or directly from [25, Corollary 7.2].

Corollary 5.2.2. The stackBunΓ,𝐺 is decomposed as the disjoint union of connected algebraic stacks
⊔𝜅BunΓ,𝐺,𝜅 .

We now use some of the consequences of Theorem 3.3.1 established in Section A to compute
the number of connected components of BunΓ,𝐺 in a variety of examples.

Example 5.2.3. We now assume that Γ = ⟨𝛾⟩ is a cyclic group of order 𝑟 and its generator acts on
𝐺 by a diagram automorphism of order 𝑟 as well. Let 𝑠 be the number of ramified points for the
action of Γ on 𝐶. We combine Corollary 5.2.2 and Example A.1.2 to show that

∙ if (𝐺, 𝑟) ∈ {(𝐴2𝓁−1, 2), (𝐷𝓁+1, 2), (𝐸6, 2), (𝐷4, 3)} then BunΓ,𝐺 has 2𝑠 connected components;
∙ if (𝐺, 𝑟) = (𝐴2𝓁 , 2), then BunΓ,𝐺 has only one component.

Finally, when Γ is trivial, then BunΓ,𝐺 = Bun𝐺 , which is connected. This can also be seen directly
from Corollary 5.2.2 and Lemma A.1.5.

Example 5.2.4. Assume that the group Γ ≅ ℤ∕2ℤ acts trivially on 𝐺 = SL𝑛. Let 𝑠 be the number
of ramified points for the action of Γ on𝐶. Thenwe deduce fromCorollary 5.2.2 and Example A.1.3
that the stack Bunℤ∕2ℤ,SL𝑛 has ⌈𝑛+12 ⌉𝑠 connected components.
Example 5.2.5. We can construct explicitly a (Γ, 𝐺)-bundle that has different local types than the
trivial (Γ, 𝐺)-bundle. Let  be the following (Γ, 𝐺)-bundle:  = 𝐶 × 𝐺. Fix a 𝛾-invariant element
𝑡 ≠ 1 in 𝐺 such that 𝑡2 = 1. 𝐺 acts on  on the right, and 𝛾(𝑝, 𝑥) = (𝛾(𝑝), 𝑡𝛾(𝑥)). Then, the local
type of  at a ramified point is given by [𝑡] ∈ H1(Γ, 𝐺). When 𝐺 is of type 𝐴2𝓁−1, we can find an
element 𝑡 such that [𝑡] is not trivial. For example, we can take 𝑡 = 𝛼∨𝓁 (−1), where 𝛼

∨
𝓁 is the 𝓁th

simple coroot, regarded as a cocharacter of the maximal torus 𝑇.
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6 PARAHORIC BRUHAT–TITS GROUP SCHEMES ARISING FROM
COVERINGS

6.1 Reductive group schemes over curves

In this section, we denote by  a smooth and simple group scheme over a smooth curve 𝐶,
that is, the group  is smooth over 𝐶 and every geometric fiber is a simple group. Let 𝐺
be the simple group over 𝑘 with the same root datum as one geometric fiber of  and let
𝐺𝐶 denote its pullback to 𝐶. Let  ∶= 𝑠𝑜(𝐺𝐶,) denote the scheme over 𝐶 classifying the
group scheme isomorphisms from 𝐺𝐶 to  over 𝐶. In view of the following result,  is a right
Aut(𝐺)-bundle.

Lemma 6.1.1 [29, Corollaire 1.17, Exposé XXIV]. There exists an equivalence between the category
Form(𝐺)𝐶 of forms of 𝐺 over 𝐶, and the category BunAut(𝐺),𝐶 of Aut(𝐺)-bundles over 𝐶, given by
𝐺′ ↦ 𝑠𝑜(𝐺𝐶, 𝐺

′). The inverse is given by  ↦ 𝐺 ∶=  ×Aut(𝐺) 𝐺.

We will also make use of the following result.

Lemma 6.1.2. Let 𝐻 be a finite group acting on a variety 𝑋 over 𝑘. Suppose that 𝐻 per-
mutes the set of connected components of 𝑋 transitively. Let 𝑋◦ be a component of 𝑋 and 𝐻◦ be
the stabilizer of 𝑋◦ in 𝐻. Then, the morphism 𝜙∶ 𝐻 ×𝐻

◦
𝑋◦ → 𝑋 given by (ℎ, 𝑥) ↦ ℎ ⋅ 𝑥, is an

𝐻-equivariant isomorphism.

Proof. Since𝐻 permutes the component set of 𝑋 transitively, the morphism 𝜙must be surjective.
Since for any ℎ ∈ 𝐻, themap ℎ∶ 𝑋◦ → ℎ𝑋◦ is an isomorphism, then 𝜙 is also a closed immersion.
Thus, 𝜙 is an isomorphism of varieties. □

Let ◦ denote a connected component of  and denote by 𝐶 the quotient ◦∕𝐺ad. Since 𝐺ad is
connected, 𝐶 coincides with a component of the quotient ∕𝐺ad. Moreover, 𝐶 is a connected étale
covering over 𝐶 and ∕𝐺ad is a right Out(𝐺)-bundle. We define Γ to be the subgroup of Out(𝐺)
that stabilizes the component 𝐶. It then follows from Lemma 6.1.2 that 𝜋∶ 𝐶 → 𝐶 is an étale Γ-
covering, that is, the map 𝜋∶ 𝐶 → 𝐶 is a Γ-principal bundle and 𝐶∕Γ = 𝐶. We summarize this
construction and notation in the diagram below.

We recall the following fact from étale descent along principal bundles.

Lemma 6.1.3 [37, Theorem 4.46]. Let 𝜋∶ 𝐶 → 𝐶 be an étale Γ-covering of algebraic curves for
some finite group Γ. There is an equivalence between the category of smooth group schemes over 𝐶
and smooth Γ-group schemes over the Γ-curve 𝐶, where the pullback functor 𝜋∗ and the Γ-invariant
direct image 𝜋Γ∗ are inverse to each other.
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To be more explicit, we observe that if  is a Γ-group scheme over 𝐶, then by adjunction, there
is a map 𝜋∗𝜋∗() → () that induces

𝜖∶ 𝜋∗𝜋Γ∗() → 𝜋∗𝜋∗() → . (8)

Since𝜋 is étale, then 𝜖 is an isomorphism. Similarly, for every group over𝐶, themap𝜋 induces

𝜂∶  → 𝜋∗(𝜋
∗)Γ, (9)

which is an isomorphism as well.
We now fix a splitting

𝜄 ∶ Out(𝐺) → Aut(𝐺) (10)

preserving a Borel subgroup 𝐵 and a maximal torus 𝑇 contained in 𝐵. This gives rise to a group
homomorphism 𝜙𝜄 ∶ Γ → Aut(𝐺). It then follows that ◦ is a (Γ, 𝐺ad)-bundle over 𝐶, where the
action of Γ is on the right and the action of 𝐺ad is on the left.
We now denote by 𝐺◦ the group scheme over 𝐶 associated to the 𝐺ad-bundle ◦, namely,

𝐺◦ ∶= ◦ ×𝐺ad 𝐺, where 𝐺ad acts on 𝐺 by conjugation. The group scheme 𝐺◦ , together with
the induced Γ-action, is a group scheme over 𝐶 that is equipped with an action of Γ compatible
with that on 𝐶.

Lemma 6.1.4. Under the above assumptions, there exists a natural isomorphism of group schemes
over 𝐶

 ≅ 𝜋∗(𝐺◦)Γ.

Proof. The map 𝐶 → 𝐶 is a torsor for the group Γ; hence, by Lemma 6.1.3, it is enough to check
that 𝜋∗ ≅ 𝐺◦ .
Since 𝐶 = ◦∕𝐺ad, this can be further reduced to show that there exists an 𝐺ad ⋊ Γ-equivariant

isomorphism between ◦ ×𝑘 𝐺 and ◦ ×𝐶 . To establish such an isomorphism, we first construct
an Aut(𝐺)-equivariant isomorphism between  ×𝐶 𝐺𝐶 and  ×𝐶 , where the action of Aut(𝐺) is
given by

 ×𝐶 𝐺𝐶 × Aut(𝐺) →  ×𝐶 𝐺𝐶, ((𝜙, g), 𝜓) ↦ (𝜙◦𝜓, 𝜓−1(g))

 ×𝐶  × Aut(𝐺) →  ×𝐶 , ((𝜙, 𝛼), 𝜓) ↦ (𝜙◦𝜓, 𝛼).

It follows that the map

𝑓∶  ×𝐶 𝐺𝐶 →  ×𝐶 , (𝜙, g) ↦ (𝜙, 𝜙(g))

is Aut(𝐺)-equivariant and it is also an isomorphism that further restricts to an isomorphism

◦ ×𝐶 𝐺𝐶 ≅ ◦ ×𝐶 ,

which is 𝐺ad ⋊ Γ-equivariant. This concludes the lemma. □
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Proposition 6.1.5. If the smooth algebraic curve 𝐶 is affine, then  ≅ 𝜋∗(𝐺 × 𝐶)Γ, where the action
of Γ on 𝐺𝐶 is induced from the splitting (10) and Γ acts on 𝐶 described above.

Proof. Lemma 5.1.7 shows that the (Γ, 𝐺ad)-bundle ◦ is isomorphic to the trivial (Γ, 𝐺ad)-bundle
𝐶 × 𝐺ad. Then, the proposition follows from Lemma 6.1.4. □

We conclude this section with a description of generically split groups over 𝐶. For this purpose,
we recall that a simple group scheme  over 𝐶 is called generically split if 𝑘(𝐶) is a split simple
group scheme over the function field 𝑘(𝐶) of 𝐶.

Proposition 6.1.6. The simple group scheme is generically split if and only if ≅ 𝐺 ∶=  ×𝐺ad 𝐺
for some 𝐺ad-bundle  on 𝐶. In particular, if 𝐶 is affine, then  is split generically if and only if
 ≅ 𝐺 × 𝐶.

We note that when 𝐶 is affine, this result can also be found in [11, Corollary 3.2.].

Proof. Suppose that  ≅ 𝐺 for some 𝐺ad-bundle  over 𝐶. Since generically  is trivializable, 
is generically split.
Conversely, by Lemma 6.1.4, we know that  ≅ 𝜋∗(𝐺◦)Γ. It is enough to show that if  is gener-

ically split, then necessarily Γmust be trivial. Let𝐾 (resp. 𝐿) be the function field of 𝐶 (resp. 𝐶), so
thatGal(𝐿∕𝐾) = Γ. It suffices to show thatwhenΓ is nontrivial,𝐾 = Res𝐿∕𝐾(𝐺𝐿)Γ is not split. The
𝐾-form 𝐾 of 𝐺𝐿 gives a class 𝜅 in H1(Γ, Aut(𝐺)(𝐿)). The pointed set H1(Γ, Aut(𝐺)(𝐿)) classifies
the isomorphism classes of all𝐾-forms of𝐺𝐿. Recall thatH1(Γ,Out(𝐺)) can be identified with the
isomorphisms classes of all group homomorphisms from Γ toOut(𝐺). With respect to the splitting
𝜄 ∶ Out(𝐺) → Aut(𝐺), it induces a mapH1(Γ,Out(𝐺)) → H1(Γ, Aut(𝐺)(𝐿)). This map is injective,
since the composition ofOut(𝐺) → Aut(𝐺)(𝐿) → Out(𝐺) is the identitymap.We also observe that
the group homomorphism 𝑢 ∶ Γ → Out(𝐺) induced from the action of Γ on 𝐺 corresponds to 𝜅.
Since 𝑢 is nontrivial, it follows that 𝜅 is also nontrivial. Thus, 𝐾 is not split.
When 𝐶 is affine,  is trivializable. Thus, the second statement also follows. □

6.2 Parahoric Bruhat–Tits group schemes over curves

Suppose that 𝐶 is a connected projective smooth curve over 𝑘. In this section, we will further
assume that char(𝑘) = 0, assumption needed for Lemma 6.2.1. Let 𝜋∶ 𝐶 → 𝐶 be a Γ-covering of
𝐶. For any 𝑥 ∈ 𝐶, let𝑚𝑥 denote the ramification index at 𝑥; equivalently for any 𝑥̃ ∈ 𝐶 such that
𝜋(𝑥̃) = 𝑥, we have𝑚𝑥 = |Γ𝑥̃|.
Lemma 6.2.1. Let 𝐶 be any connected projective smooth curve 𝐶 over 𝑘. Let g be the genus of 𝐶.
There exists a connected Γ-covering𝜋∶ 𝐶̂ → 𝐶 of𝐶 for some finite group Γ, with prescribed branched
points 𝑥1, … , 𝑥𝑠 ∈ 𝐶 and prescribed ramification indices𝑚1,… ,𝑚𝑠 at 𝑥1, … , 𝑥𝑠, except the following
cases:

(1) g = 0, 𝑠 = 1;
(2) g = 0, 𝑠 = 2 and𝑚1 ≠ 𝑚2.

Proof. Using [28, Theorem 6.4.2], the proof proceeds as in the proof of [23, Lemma 2.5]. □
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Given a parahoric Bruhat–Tits group scheme  over 𝐶, we say that  is ramified at 𝑥 ∈ 𝐶 if
the fiber 𝑥 at 𝑥 is not reductive. If 𝑥 ∈ 𝐶 is a ramified point of , then |𝔻𝑥 is a parahoric group
scheme over 𝔻𝑥.

Theorem 6.2.2. Let  be any parahoric Bruhat–Tits group scheme over a connected smooth pro-
jective curve 𝐶 of genus g with 𝑠—possibly zero—ramified points in 𝐶. Assume that |𝑘(𝐶) is simply
connected and let 𝐺 be the split semisimple and simply connected group over 𝑘 having the absolute
type of |𝑘(𝐶). Suppose further that (g , 𝑠) ≠ (0, 1). Then, there exists a Γ-covering 𝜋∶ 𝐶 → 𝐶 of 𝐶 for
some finite group Γ and a (Γ, 𝐺ad)-bundle  where Γ acts on 𝐺ad by diagram automorphisms, such
that  ≅ 𝜋∗(𝐺 )

Γ.

Proof of Theorem 6.2.2. Since the case 𝑠 = 0 is covered by Lemma 6.1.4, we can assume that 𝑠 ⩾ 1.
We will begin with some notation. We first of all denote by 𝑅 = {𝑥1, 𝑥2, … , 𝑥𝑠} the set of all

ramified points of  and by 𝑆 the set {1, … , 𝑠}. The affine curve𝐶 ⧵ 𝑅 is denoted by𝐶◦. For every 𝑖 ∈
𝑆, let 𝑧𝑖 be a formal parameter around 𝑥𝑖 , and let 𝑢𝑖 ∶ 𝔻 → 𝔻𝑥𝑖 ⊂ 𝐶 be the isomorphism identifying
𝑧 with 𝑧𝑖 .
By Proposition 6.1.5, there exists an isomorphism |𝐶◦ ≅ Res𝐶̂◦∕𝐶◦(𝐺𝐶̂◦)𝐷 , for some étale 𝐷-

covering 𝐶̂◦ of 𝐶◦, and a faithful action of 𝐷 on 𝐺 preserving a triple (𝐵, 𝑇, 𝑒), where 𝑇 ⊂ 𝐵 and
𝑒 is a pinning of the pair (𝐵, 𝑇). Then, there exists an isomorphism 𝑢∗

𝑖
()|𝔻× ≅ Res𝔻×𝑟𝑖 ∕𝔻×(𝐺𝔻×)𝜏𝑖 ,

with 𝜏𝑖 ∈ 𝐷.
Since by definition 𝑢∗

𝑖
 is a parahoric group scheme, Theorem 4.2.1 tells us that there exists an

isomorphism

𝜙𝑖 ∶ 𝑢
∗
𝑖  ≅ Res𝔻𝑚𝑖 ∕𝔻

(𝐺𝔻𝑚𝑖
)𝜎𝑖 , (11)

where 𝜎𝑖 acts on 𝐺 by 𝜏𝑖◦Ad𝑡𝑖 for some 𝑡𝑖 ∈ 𝑇
𝜏𝑖 , and 𝜎𝑖 acts on 𝔻𝑚𝑖 as usual. Note that, by Theo-

rem 4.1.2, the isomorphism 𝜙𝑖 always exists if we replace 𝑚𝑖 by any of its multiples and take the
same action of 𝜎𝑖 on 𝐺. In particular, when g = 0 and 𝑠 = 2, we can assume that𝑚1 = 𝑚2, hence
we can assume to be in the hypothesis of Lemma 6.2.1.
By Lemma 6.2.1, there exists a Γ′-covering 𝑓∶ 𝑋 → 𝐶 of 𝐶 for some finite group Γ′, such that

the ramification indices at each 𝑥𝑖 is𝑚𝑖 . Then 𝑓∗ is a smooth group scheme over 𝑋. For each 𝑥𝑖 ,
choose a point 𝑥′

𝑖
above 𝑥𝑖 and let Γ′𝑖 be the stabilizer of 𝑥

′
𝑖
in Γ′. Let 𝔻𝑥𝑖 (resp. 𝔻𝑥′𝑖 ) be the formal

neighborhood of 𝑥𝑖 (resp. 𝑥′𝑖 ) in 𝐶 (resp. 𝑋). Then the isomorphism (11) can be reinterpreted as
the following isomorphism:

𝜙𝑖 ∶ |𝔻𝑥𝑖 ≅ Res𝔻𝑥′𝑖 ∕𝔻𝑥𝑖 (𝐺𝔻𝑥′𝑖 )Γ′𝑖 , (12)

where Γ′
𝑖
= ⟨𝛾𝑖⟩ with 𝛾𝑖 being of order 𝑚𝑖 and acting on 𝐺 by 𝜎𝑖 . Then the isomorphism

(12) together with the natural isomorphism Res𝔻𝑥′
𝑖
∕𝔻𝑥𝑖

(𝐺𝔻𝑥′
𝑖

)Γ
′
𝑖 ≅ 𝑓Γ

′

∗ (𝐺𝑓−1(𝔻𝑥𝑖 )
) give rise to the

following isomorphism:

𝜓𝑖 ∶ |𝔻𝑥𝑖 ≅ 𝑓Γ′∗ (𝐺𝑓−1(𝔻𝑥𝑖 )),
where 𝑓−1(𝔻𝑥𝑖 ) =

⋃
𝛾∈Γ′∕Γ′

𝑖
𝔻𝛾⋅𝑥′

𝑖
, and 𝐺𝑓−1(𝔻𝑥𝑖 ) is the constant group scheme over 𝑓

−1(𝔻𝑥𝑖 ).
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Recall the maps 𝜖 and 𝜂 from (8) and (9). For each 1 ⩽ 𝑖 ⩽ 𝑠, the map 𝜖 induces a natural
morphism of group schemes

𝜖𝑖 ∶ 𝑓
∗(𝑓Γ

′

∗ (𝐺𝑓−1(𝔻𝑥𝑖 )
)) → 𝐺𝑓−1(𝔻𝑥𝑖 )

,

which is Γ′-equivariant and is an isomorphism over 𝑓−1(𝔻×𝑥𝑖 ), since 𝑓 is étale on 𝔻
×
𝑥𝑖
. There exists

a unique smooth Γ′-group scheme ′ over 𝑋 such that ′|𝑓−1(𝐶◦) = 𝑓
∗(|𝐶◦), and for each 𝑖 an

isomorphism 𝜓′
𝑖
∶ ′|𝑓−1(𝔻𝑥𝑖 ) ≅ 𝐺𝑓−1(𝔻𝑥𝑖 ) of Γ′-group schemes such that

𝜓′𝑖 = 𝜖𝑖◦𝑓
∗(𝜓𝑖).

We now show that there is an isomorphism

 ≅ 𝑓Γ
′

∗ (
′). (13)

The group scheme ′ is glued from 𝑓∗(|𝐶◦) and {𝐺𝑓−1(𝔻𝑥𝑖 )}𝑖=1,…,𝑠 via the transition isomor-
phisms {𝜓′

𝑖
}𝑖=1,…,𝑠. By Lemma 6.1.3, the map 𝜂 gives rise to an isomorphism

𝜂𝐶◦ ∶ |𝐶◦ ≅ 𝑓Γ
′

∗ (𝑓
∗(𝐶◦)).

Moreover, we also have isomorphisms 𝜓𝑖 ∶ |𝔻𝑥𝑖 ≅ 𝑓Γ′∗ (𝐺𝑓−1(𝔻𝑥𝑖 )). We shall show that 𝜂𝐶◦ and

{𝜓𝑖}𝑖=1,…,𝑠 can glue to an isomorphism  ≅ 𝑓Γ
′

∗ (
′). It suffices to show the commutativity of the

following diagram:

(14)

where 𝑓Γ′∗ (𝜖𝑖)◦𝑓
Γ′
∗ ◦𝑓∗(𝜓𝑖) = 𝑓

Γ′
∗ (𝜓

′
𝑖
). By the adjunction between 𝑓Γ′∗ and 𝑓∗, we have 𝑓Γ′∗ (𝜖𝑖)

−1 =
𝜂
𝑓Γ
′
∗ (𝐺𝑓−1(𝔻𝑥𝑖 )

)
. Then, the commutativity of (14) follows from the functoriality of themorphism Id →

𝑓Γ
′

∗ ◦𝑓∗ of functors, applying to 𝜓𝑖 .
Now, we proceed with a construction similar to that of Lemma 6.1.4. The scheme  =

Iso(𝐺𝑋,
′) is an Aut(𝐺)-bundle over 𝑋, with a commuting action of Γ′. Let ◦ be a component

of  . The finite group Out(𝐺) × Γ′ acts on  . Let Γ be the subgroup of Out(𝐺) × Γ′ which stabi-
lizes the component ◦ of  . Set 𝐶 = ◦∕𝐺ad. Then, 𝜋∶ 𝐶 → 𝐶 is a Γ-covering of 𝐶, and ◦ is a
(Γ, 𝐺ad)-bundle over 𝐶.
Let 𝑋◦ (resp. 𝐶◦) be the open unramified part of 𝑋 (resp. 𝐶) with respect to the Γ′ (resp. Γ)-

action. Recall that 𝑋 = ∕Aut(𝐺) and Aut(𝐺) = 𝐺ad ⋊ Out(𝐺). Let 𝐷′ be the stabilizer of the
component ◦ in Out(𝐺) via the splitting (10). By Lemma 6.1.2, 𝑋 = ◦∕(𝐺ad ⋊ 𝐷′). Thus, the
natural morphism 𝑞∶ 𝐶 → 𝑋 is an étale 𝐷′-covering of 𝑋. Moreover, the projection map Γ → Γ′

descends to an isomorphism of groups Γ∕𝐷′ ≅ Γ′.
Finally, we are ready to verify that  ≅ 𝜋Γ∗(𝐺◦). Note that 𝑓Γ′∗ ◦𝑞𝐷

′

∗ ≅ 𝜋Γ∗ . By (13), it suffices to
check that 𝑞∗(𝐺◦)𝐷

′
≅ ′. Since 𝑞 is étale, by Lemma 6.1.3, it is enough to show that 𝐺◦ ≅ 𝑞∗′

as Γ-group schemes. In other words, it suffices to show that

𝐺◦ ≅ 𝐶 ×𝑋 ( ×
Aut(𝐺) 𝐺).
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By Lemma 6.1.2,  ×Aut(𝐺) 𝐺 ≅ ◦ ×𝐺ad⋊𝐷
′
𝐺. Thus, we are left to show that

𝐺◦ ≅ 𝐶 ×𝑋 (𝐺◦∕𝐷′),

which holds true, since 𝑞∶ 𝐶 → 𝑋 is étale. This concludes the proof of our theorem. □

APPENDIX A: LOCAL TYPES VIA ALCOVES

In this appendix, we give a concrete realization of the nonabelian group cohomology H1(Γ, 𝐺) as
a consequence of Theorem 3.3.1. As an application, we obtain an explicit classification of finite-
order automorphisms of 𝐺 which enhance the analogue classification provided by [21, Theorem
8.6] at the level of (twisted) affine Lie algebras, to positive characteristic (see Theorem A.1.10).
Along the way, we also provide many concrete examples.
Onemotivation to give a precise description of these spaces arises from the following geometric

question: How to effectively describe (Γ, 𝐺)-bundles on a curve? In Section 5, we have shown that
the local description of a (Γ, 𝐺)-bundle is determined by its local type, and that this is naturally
identified with an element of H1(Γ, 𝐺).
As in previous sections, throughout we assume that 𝐺 is a simple group over an algebraically

closed field 𝑘. We further assume that Γ is a cyclic group (with generator 𝛾) acting on 𝐺, and that
char(𝑘) does not divide the order of Γ.

A.1 Diagram automorphisms

We will begin by recalling, via a pictorial description given in Table A1, the diagram automor-
phisms of simply laced groups. In particular, we can see that only 𝐷4 admits an automorphism of
order 3 and that none of the simple roots of 𝐴2𝓁 are Γ-invariant.

Example A.1.1. Let 𝐺 be a simply connected group, so that 𝑋∗(𝑇) has a basis of coroots, and
let 𝑇 be a 𝜏-invariant torus, so that we can apply Proposition 3.2.2. When 𝜏 is the trivial diagram
automorphism, then it follows that 𝑋∗(𝑇)𝜏 = 𝑋∗(𝑇) = 𝖭𝜏(𝑋∗(𝑇)), so that H1𝜏(Γ, 𝑇) is isomorphic
to (ℤ∕𝑚ℤ)⊕𝓁 , where 𝓁 is the rank of𝐺 and𝑚 = |Γ|. One could obtain this result directly from the
definition of H1𝜏(Γ, 𝑇), which is in bijection with 𝑇𝑚, the 𝑚-torsion of the torus 𝑇. Assume now
that 𝜏 is not trivial. In view of Table A1, we can explicitly spell out the generators of 𝑋∗(𝑇)𝜏 and
𝖭𝜏𝑋∗(𝑇).

Order of 𝝉 Type ℤ-generators of 𝑿∗(𝑻)𝝉 ℤ-generators of 𝗡𝝉𝑿∗(𝑻)
Order 2 𝐴2𝓁−1 𝛼̌𝓁 2𝛼̌𝓁

𝛼̌𝑖 + 𝛼̌2𝓁−𝑖 for 𝑖 ∈ {1, … ,𝓁 − 1} (𝛼̌𝑖 + 𝛼̌2𝓁−𝑖) for 𝑖 ∈ {1, … ,𝓁 − 1}
𝐴2𝓁 𝛼̌𝑖 + 𝛼̌2𝓁+1−𝑖 for 𝑖 ∈ {1, … ,𝓁 − 1} (𝛼̌𝑖 + 𝛼̌2𝓁+1−𝑖) for 𝑖 ∈ {1, … ,𝓁}
𝐷𝓁+1 𝛼̌𝑖 for 𝑖 ∈ {1, … ,𝓁 − 1} 2𝛼̌𝑖 for 𝑖 ∈ {1, … ,𝓁 − 1}

𝛼̌𝓁 + 𝛼̌𝓁+1 (𝛼̌𝓁 + 𝛼̌𝓁+1)

𝐸6 𝛼̌3, 𝛼̌6 2𝛼̌3, 2𝛼̌6,
𝛼̌1 + 𝛼̌5, 𝛼̌2 + 𝛼̌4 (𝛼̌1 + 𝛼̌5), (𝛼̌2 + 𝛼̌4)

Order 3 𝐷4 𝛼̌2 3𝛼̌2

(𝛼̌1 + 𝛼̌3 + 𝛼̌4) (𝛼̌1 + 𝛼̌3 + 𝛼̌4)
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TABLE A1 Diagram automorphisms of simply laced groups.

Type Diagram automorphisms
𝐴2𝓁−1

𝐴2𝓁

𝐷𝓁+1

𝐷4

𝐸6

Hence, we can explicitly compute H1𝜏(Γ, 𝑇) in this situation.

Order of 𝝉 Type 𝐇𝟏
𝝉(𝚪, 𝑻)

Order 2 𝐴2𝓁−1
ℤ

𝑚ℤ
× ( ℤ

(𝑚∕2)ℤ
)𝓁−1

𝐴2𝓁 ( ℤ

(𝑚∕2)ℤ
)𝓁

𝐷𝓁+1 ( ℤ

𝑚ℤ
)𝓁−1 × ℤ

(𝑚∕2)ℤ

𝐸6 ( ℤ

𝑚ℤ
)2 × ( ℤ

(𝑚∕2)ℤ
)2

Order 3 𝐷4
ℤ

𝑚ℤ
× ℤ

(𝑚∕3)ℤ

In particular, if we assume that 𝜏 has order 2 and 𝑚 = 2, then we can see that H1𝜏(Γ, 𝑇) is triv-
ial in type 𝐴2𝓁 for 𝓁 ⩾ 1, while it consists of two elements for type 𝐴2𝓁−1 with 𝓁 ⩾ 2. From this,
and Lemma 3.1.2, we can immediately deduce thatH1𝜏(Γ, SL2𝓁+1) is trivial for 𝓁 ⩾ 1. We can actu-
ally show that H1𝜏(Γ, SL2𝓁) has indeed two elements for 𝓁 ⩾ 2. Let 𝐵 denote a Borel of 𝐺 = SL2𝓁
containing 𝑇 on which 𝜏 acts. One obtains that the map 𝜙

is zero. Since the map 𝜓 is surjective and |H1𝜏(Γ, 𝐵)| = |H1𝜏(Γ, 𝑇)| = 2, then also |H1𝜏(Γ, 𝐺)| = 2,
concluding the example.
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Example A.1.2. We now use Theorem 3.3.1 and Example A.1.1 to compute H1𝜏(Γ, 𝐺) for simply
connected groups 𝐺 in which the order of Γ equals the order of 𝜏. We summarize the result in the
table below.

Order of 𝝉 Type 𝐇𝟏
𝝉(𝚪, 𝑮)

Order 1 Any {[0]}

Order 2 𝐴2𝓁−1 {[0], [𝛼̌𝓁]}

𝐴2𝓁 {[0]}

𝐷𝓁+1 {[0], [𝛼̌𝓁]}

𝐸6 {[0], [𝛼̌2]}

Order 3 𝐷4 {[0], [𝛼̌2]}

When 𝜏 is nontrivial, and when 𝐺 is of type 𝐴2𝓁 , there is nothing to show since H1𝜏(Γ, 𝑇)
is already trivial. In type 𝐴2𝓁−1, the Weyl group 𝑊𝜏 acts trivially on the invariant coroots, so
H1𝜏(Γ, 𝐺) = H

1
𝜏(Γ, 𝑇). In the other caseswith 𝜏 of order 2, theWeyl group𝑊

𝜏 permutes the nonzero
invariant coroots, and so, we always have two elements inH1𝜏(Γ, 𝐺), one represented by 0 and the
other one by the class of any of the invariant simple coroots. Finally, for 𝐷4 and 𝜏 of order 3, we
have that 𝜎2(𝛼̌2) = −𝛼̌2 and so the two nontrivial elements ofH1𝜏(Γ, 𝑇) are identified inH

1
𝜏(Γ, 𝐺),

which then has two elements.

Example A.1.3. Let Γ = ℤ∕𝑚ℤ and assume that 𝜏 is the trivial diagram automorphism. Then
H1𝜏(Γ, 𝐺) is identified with the quotient of 𝑇𝑚 (the𝑚th torsion of the torus 𝑇) by the Weyl group
𝑊 of 𝐺. For instance, when 𝐺 = SL𝑛 and𝑚 = 2, then

H1𝜏(Γ, SL𝑛) =
⌈𝑛 + 1

2

⌉
.

Similarly, for general𝑚 and for 𝐺 = SL2, we have

H1𝜏(Γ, SL2) =
⌈𝑚 + 1

2

⌉
.

It was proved byAdams and Taïbi [1] that the Galois cohomology of real groups is isomorphic to
H1
𝜃
(Γ, 𝐺ℂ) for the holomorphic involutions arising from Cartan involutions, and they determined

the cardinality of those H1
𝜃
(Γ, 𝐺ℂ). In [10], Borovoi and Timashev computed the Galois group of

real groups in terms of Kac labels when𝑚 = 2. This is similar to what we will do for general𝑚 in
what follows.

A.1.4 Description through alcove

In this section, we further describeH1𝜏(Γ, 𝐺) as representing equivalence classes of rational points
in the fundamental alcove for 𝑋∗(𝑇)𝜏. We first begin with some notation that we use throughout.
Let 𝜏 be a diagram automorphism on𝐺 of order 𝑟 (possibly trivial). Let𝐺𝜏 be the fixed subgroup

of 𝜏 in 𝐺. Then, 𝐺𝜏 is connected and simple. Following [18, p. 8], set

𝜃0 =

⎧⎪⎨⎪⎩
highest root of 𝐺 if 𝑟 = 1;
highest short root of 𝐺𝜏 if 𝑟 > 1 and 𝐺 ≠ 𝐴2𝓁 ;

2 ⋅ highest short root of 𝐺𝜏 if 𝑟 = 2 and 𝐺 = 𝐴2𝓁 .
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Let 𝜃̌0 be the dual of 𝜃0, in other words:

𝜃̌0 =

⎧⎪⎨⎪⎩
highest short coroot of 𝐺 if 𝑟 = 1;
highest coroot of 𝐺𝜏 if 𝑟 > 1 and 𝐺 ≠ 𝐴2𝓁 ;
1
2
⋅ highest coroot of 𝐺𝜏 if 𝑟 = 2 and 𝐺 = 𝐴2𝓁 .

Let 𝑀̌ be the lattice spanned by𝑊𝜏 ⋅ 𝜃̌0. Then

𝑀̌ =

⎧⎪⎨⎪⎩
coroot lattice of 𝐺 if 𝑟 = 1;
lattice of long coroots of 𝐺𝜏 if 𝑟 > 1 and 𝐺 ≠ 𝐴2𝓁 ;

2 ⋅ lattice of long coroots of 𝐺𝜏 if 𝑟 = 2 and 𝐺 = 𝐴2𝓁 .

We consider the affine Weyl group𝑊𝜏
𝑎 ∶= 𝑀̌ ⋊𝑊𝜏, which naturally acts on 𝑋∗(𝑇)𝜏ℝ. Then the

quotient 𝑋∗(𝑇)𝜏ℝ∕𝑊
𝜏
𝑎 is in bijection with the fundamental alcove

(𝐺𝜏) =
{
𝜆 ∈ 𝑋∗(𝑇)

𝜏
ℝ such that (𝜆, 𝛽𝑖) ⩾ 0 for 1 ⩽ 𝑖 ⩽ 𝓁 and (𝜆, 𝜃0) ⩽ 1

}
,

where 𝛽1, … , 𝛽𝓁 are the simple roots of 𝐺𝜏. In what follows we will use the notation𝑟∕𝑚(𝐺
𝜏), or

simply𝑟∕𝑚, to denote the finite set(𝐺𝜏) ∩
𝑟
𝑚
𝑋∗(𝑇)

𝜏, for nonzero integers 𝑟 and𝑚.

Lemma A.1.5. Let Γ = ⟨𝛾⟩ be the cyclic group of order 𝑚 and assume that 𝛾 acts on the simple
algebraic group𝐺 via a diagram automorphism 𝜏 of order 𝑟. Assume that char(𝑘) does not divide𝑚.
Then there is a surjective map

𝜙∶ 𝑟∕𝑚 → H1𝜏(Γ, 𝐺),

which is an isomorphism when 𝐺 is simply connected.

Proof. We first of all note that

𝑟∕𝑚 ≅

𝑟
𝑚
𝑋∗(𝑇)

𝜏

𝑀̌ ⋊𝑊𝜏
,

so that, in view of Theorem 3.3.1, it will be enough to show that lattice 𝖭𝜏(𝑋∗(𝑇)) contains 𝑀̌.
Let 𝑇𝑠𝑐 denote the maximal torus of the simply connected cover 𝐺𝑠𝑐 of 𝐺 preserved by 𝜏. Since
𝑋∗(𝑇𝑠𝑐) equals the coroot lattice and 𝑋∗(𝑇𝜏𝑠𝑐) = 𝑋∗(𝑇𝑠𝑐)

𝜏, one can directly show that 𝖭𝜏(𝑋∗(𝑇𝑠𝑐))
is naturally identifiedwith 𝑀̌ (e.g., using the computations of ExampleA.1.1). Since𝖭𝜏(𝑋∗(𝑇𝑠𝑐)) ⊂
𝖭𝜏(𝑋∗(𝑇)), the above argument shows that 𝑀̌ is contained in 𝖭𝜏(𝑋∗(𝑇)). □

Example A.1.6. Let 𝐺 be a group of type 𝐴3 and 𝜏 be its nontrivial diagram automorphism of
order 2. Let 𝑚 = 2𝑘 be the cardinality of the cyclic group Γ. From Lemma A.1.5, it follows that
H1𝜏(Γ, 𝐺) is in bijection with 2∕2𝑘 when 𝐺 is simply connected, that is, for 𝐺 = SL4. The group
𝐺𝜏 is of type𝐶2, with simple roots {𝛼, 𝛽} andwith the highest shortest root 𝜃0 = 𝛼 + 𝛽. If the group
is simply connected, then 𝑋∗(𝑇𝜏) is spanned by the coroots 𝛼̌ =

𝛼
2
and 𝛽 = 𝛽. Then, an element

𝐴
𝑘
𝛼̌ + 𝐵

𝑘
𝛽 ∈ 1

𝑘
𝑋∗(𝑇

𝜏) belongs to2∕2𝑘 if and only if

2𝐴 − 𝐵 ⩾ 0 − 2𝐴 + 2𝐵 ⩾ 0 𝐵 ⩽ 𝑘.
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This implies that 𝐴 and 𝐵 are necessarily integers between 0 and 𝑘. We can therefore compute
that

|H1𝜏(Γ, SL4)| = |2∕2𝑘| ={
(𝓁 + 1)2 𝑘 = 2𝓁

(𝓁 + 1)(𝓁 + 2) 𝑘 = 2𝓁 + 1.

One can similarly compute the cardinality of H1𝜏(Γ, SL6), where Γ is the cyclic group of order 2𝑘
and 𝜏 acts on SL6 via the nontrivial diagram automorphism. One obtains

|H1𝜏(Γ, SL6)| =
⎧⎪⎨⎪⎩
𝓁(𝓁 + 1)(𝓁 + 2)

3
𝑘 = 2𝓁

(𝓁 + 1)(𝓁 + 2)(𝓁 + 3)
3

𝑘 = 2𝓁 + 1
.

We have seen in the example above how Lemma A.1.5 allows us to translate the problem of
computing H1𝜏(Γ, 𝐺) into counting the number of integer solutions of a system of inequalities.
These inequalities are explicitly found using the Cartan matrix of the group 𝐺𝜏.
Weuse this point of view to describeH1𝜏(Γ, 𝐺) for𝐺 of adjoint type.We first set up somenotation.

If the group 𝐺 is of type 𝑋𝑛 and 𝜏 has order 𝑟, then the coefficients 𝑎𝑖 of 𝜃0 =
∑𝓁
𝑖=1 𝑎𝑖𝛽𝑖 for the

group 𝐺𝜏 are the Kac’s labels at the 𝑖th vertex of the (twisted) affine Dynkin diagram of type 𝑋(𝑟)𝑛
(see [21, Tables Aff 1, Aff 2, and Aff 3, at pages 54 and 55]), except when 𝐺 is of type 𝐴2𝓁 and 𝜏 has
order 2. In this latter case, 𝜃0 =

∑𝓁
𝑖=1 2𝛽𝑖 , or equivalently 𝑎𝑖 corresponds to Kac’s label of 𝐴

(2)
2𝓁 at

the (𝑖 − 1)st vertex.
Using this notation, we define 𝑟∕𝑚(𝐺

𝜏), or simply denoted as 𝑟∕𝑚, to be the set whose
elements are an (𝓁 + 1)-tuple (𝑠𝑖)𝑖=0,1,…,𝓁 of integers, satisfying

𝑠𝑖 ⩾ 0 for all 𝑖 ∈ {0, … ,𝓁}, and
𝓁∑
𝑖=0

𝑎𝑖𝑠𝑖 =
𝑚
𝑟
,

where 𝑎0 = 1 (this is again Kac’s label at the 0th vertex of the (twisted) affine Dynkin diagram,
except in case 𝐴(2)

2𝓁 , where it is Kac’s label at the 𝓁th vertex).

Lemma A.1.7. Let Γ = ⟨𝛾⟩ be the cyclic group of order 𝑚 and assume that 𝛾 acts on the simple
algebraic group𝐺 via a diagram automorphism 𝜏 of order 𝑟. Assume that char(𝑘) does not divide𝑚.
If 𝐺 is of adjoint type, then𝑟∕𝑚 ≅ 𝑟∕𝑚.

Proof. Since 𝐺 is of adjoint type, then 𝑋∗(𝑇𝜏) is spanned by the coweights 𝜛̌1, … , 𝜛̌𝓁 , so every
element 𝜆 ∈ 𝑟∕𝑚 can be written as

𝑟
𝑚

∑𝓁
𝑖=1 𝑠𝑖𝜛̌𝑖 for some integers 𝑠𝑖 . From (𝜆, 𝛽𝑖) ⩾ 0, we deduce

that 𝑠𝑖 ⩾ 0 for all 𝑖 ∈ {1, … ,𝓁}. Moreover, (𝜆, 𝜃) ⩽ 1 is equivalent to
∑𝓁
𝑖=1 𝑠𝑖𝑎𝑖 ⩽

𝑚
𝑟
, that is, 𝑠0 ∶=

𝑚
𝑟
−
∑𝓁
𝑖=1 𝑠𝑖𝑎𝑖 ⩾ 0. □

We introduce the equivalence relation∼ on𝑟∕𝑚 which is induced by the outer automorphisms
of the affine Dynkin diagrams (possibly twisted). For example, if the affine Dynkin diagram has
no outer symmetry, then the equivalence relation is trivial. If, for instance, 𝐺 is of type 𝐴2𝓁−1 and
the order 𝑟 of 𝜎 is 2, the equivalence relation ∼ is given by

(𝑠𝑖) ∼ (𝑠
′
𝑖 ) if and only if 𝑠0 = 𝑠

′
1, 𝑠1 = 𝑠

′
0, and 𝑠𝑖 = 𝑠

′
𝑖 for 𝑖 ⩾ 2.

Let 𝑟∕𝑚∕∼ be the set of the equivalence classes of ∼.
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Proposition A.1.8. Under the assumptions of Lemma A.1.7, there is a natural bijection

H1𝜏(Γ, 𝐺) ≅ 𝑟∕𝑚∕∼ .

Proof. By Lemma A.1.7, there is a natural bijection

𝑟
𝑚
𝑋∗(𝑇)

𝜏

𝑀̌ ⋊𝑊𝜏
≅ 𝑟∕𝑚. (A1)

We will split the proof in three cases.
Case I.When 𝜏 is trivial, equivalently 𝑟 = 1, we have that 𝑀̌ is the coroot lattice 𝑄̌ of 𝐺, so that

the left-hand side of (A1) is 1
𝑚
𝑋∗(𝑇)∕𝑊aff , where𝑊aff is the affineWeyl group 𝑄̌⋊𝑊. Moreover,

since 𝐺 is adjoint, 𝑋∗(𝑇) equals to the coweight lattice 𝑃̌ of 𝐺. Let Ω𝑎 be the normalizer of the
set of all affine simple reflections of𝑊aff . It is known that the extended affine Weyl group 𝑃̌ ⋊𝑊
is isomorphic to the semidirect product𝑊aff ⋊Ω𝑎 [4, §2.3]. In particular, Ω𝑎 is the group of all
outer automorphisms of𝑊aff , and the map (A1) is Ω𝑎-equivariant.
Observe that we have the following bijections:

H1𝜏(Γ, 𝐺) ≅

𝑟
𝑚
𝑋∗(𝑇)

(𝑃̌ ⋊𝑊)
≅

( 𝑟
𝑚
𝑋∗(𝑇)

𝑊aff

)
∕(𝑃̌∕𝑄̌).

The action of 𝑃̌∕𝑄̌ on 𝑟
𝑚
𝑋∗(𝑇)∕𝑊aff is equivalent to the action ofΩ𝑎, via the natural isomorphism

Ω𝑎 ≅ 𝑃̌∕𝑄̌ [4, §2.3]. It follows that there is a natural bijection H1𝜏(Γ, 𝐺) ≅ 𝑟∕𝑚∕∼.
Case II. When (𝐺, 𝑟) = (𝐴2𝓁 , 2), (𝐸6, 2), (𝐷4, 3), there are no outer symmetry in the associated

affine Dynkin diagram 𝐴(2)
2𝓁 , 𝐸

(2)
6 , 𝐷

(3)
4 . Moreover, a direct computation allows us to compare 𝑀̌

with 𝖭𝜏(𝑋∗(𝑇)):

(𝑮, 𝒓) 𝑴̌ 𝗡𝝉(𝑿∗(𝑻))

(𝐴2𝓁 , 2) ⟨2𝜛1 −𝜛2, (−𝜛̌𝑖−1 + 2𝜛̌𝑖 − 𝜛̌𝑖+1)𝑖=2,…,𝓁−2,

−𝜛̌𝓁−2 + 2𝜛̌𝓁−1 − 2𝜛̌𝓁 , −𝜛̌𝓁−1 + 2𝜛̌𝓁
⟩ ⟨(𝜛̌𝑖)𝑖=1,…,𝓁−1, 2𝜛̌𝓁⟩

(𝐸6, 2) ⟨4𝜛̌1 − 2𝜛̌2, 2𝜛̌1 − 4𝜛̌2 + 4𝜛̌3

2𝜛̌2 − 2𝜛̌3 + 𝜛̌4, 𝜛̌3 − 2𝜛̌4

⟩ ⟨2𝜛̌1, 2𝜛̌2, 𝜛̌3, 𝜛̌4⟩
(𝐷4, 3) ⟨2𝜛̌1 − 3𝜛̌2, 3𝜛̌1 − 6𝜛̌2⟩ ⟨𝜛̌1, 3𝜛̌3⟩
This shows that𝖭𝜏(𝑋∗(𝑇)) = 𝑀̌. This also completes the proof the theorem in these cases.Case

III.We are left to consider other two cases, that is, when (𝐺, 𝑟) is (𝐴2𝓁−1, 2), or (𝐷𝓁+1, 2). Denote
by 𝑋∗(𝑇)𝜏 the quotient of 𝑋∗(𝑇) by the operator 1 − 𝜏. Note that there is a natural map 𝑋∗(𝑇)𝜏 →
𝑋∗(𝑇)

𝜏 given by 𝜆̄ ↦
∑𝑟−1
𝑖=0 𝜏

𝑖(𝜆), where 𝜆 is any lift 𝜆̄ in 𝑋∗(𝑇). This gives rise to the following
bijections (in these two cases):

𝑋∗(𝑇)𝜏 ≅ 𝖭𝜏(𝑋∗(𝑇)), 𝑄̌𝜏 ≅ 𝖭𝜏(𝑄̌) = 𝑀̌.

It induces the following isomorphisms:

𝖭𝜏(𝑋∗(𝑇))∕𝑀̌ ≅ 𝑋∗(𝑇)𝜏∕𝑄̌𝜏 ≅ (𝑋∗(𝑇)∕𝑄̌)𝜏

of abelian groups. By the calculation in [2, Table 2.11], (𝑋∗(𝑇)∕𝑄̌)𝜏 ≅ ℤ∕2ℤ. Thus,𝖭𝜏(𝑋∗(𝑇))∕𝑀̌ ≅
ℤ∕2ℤ. By the argument similar to the casewhen 𝑟 = 1, the action of𝖭𝜏(𝑋∗(𝑇))∕𝑀̌ on 𝑟

𝑚
𝑋∗(𝑇)

𝜏∕𝑀̌
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exactly corresponds to the only nontrivial outer automorphisms on the twisted affine Dynkin
diagrams of types 𝐴(2)

2𝓁−1 and 𝐷
(2)
𝓁+1. This concludes the proof. □

A.1.9 Revisit Kac’s classification of finite-order automorphisms

Let 𝐺 be a simple algebraic group over 𝑘 of characteristic 𝑝 and let 𝜎 be an automorphism on
𝐺 such that 𝜎𝑚 = 0 for some positive integer 𝑚. When 𝑝 = 0, it is a classical result of Kac [21,
Theorem 8.6] that 𝜎, up to conjugation, is classified by elements in 𝑟∕𝑚∕ ∼. In fact, from our
computation of H1𝜏(Γ, 𝐺), the same classification holds for general characteristic 𝑝 such that 𝑝
does not divide𝑚.
Given a diagram automorphism 𝜏 on 𝐺, we consider the set

Aut(𝐺)𝜏,𝑚 ∶= {𝜎 ∈ Aut(𝐺) |𝜎𝑚 = 1, 𝜎̄ = 𝜏̄ in Out(𝐺)},
where Out(𝐺) ∶= Aut(𝐺)∕𝐺ad is the group of outer automorphisms, and 𝜎̄ and 𝜏̄ are the images
of 𝜎 and 𝜏 inOut(𝐺). LetAut(𝐺)𝜏,𝑚∕∼ be the conjugation classes ofAut(𝐺)𝜏,𝑚 by𝐺ad. Then, there
is a natural bijection

H1𝜏(Γ, 𝐺ad) ≅ Aut(𝐺)𝜏,𝑚∕ ∼ (A2)

given by [g] ↦ Adg◦𝜏. Having described the left-hand side of (A2) in Proposition A.1.8 in terms
of 𝑟∕𝑚∕∼, we obtain Kac’s classification over a field of possibly positive characteristic.

TheoremA.1.10. Let 𝐺 be a simple group over an algebraically closed field of characteristic 𝑝 ⩾ 0.
Let 𝜏 be a diagram automorphism of 𝐺 whose order divides𝑚. If 𝑝 does not divide𝑚, then there is a
natural bijection Aut(𝐺)𝜏,𝑚∕∼ ≅ 𝑟∕𝑚∕∼.

A.2 From diagram automorphisms to general automorphisms

In the previous sections, we have seen how to compute H1(Γ, 𝐺) under the assumption that
the Γ acts via diagram automorphisms only. We explore here what happens when we drop
this assumption.
For this purpose, in this section, we denote by 𝑚 the order of the cyclic group Γ and assume

that char(𝑘) does not divide𝑚. We use the letters 𝜎 or 𝜏 to denote automorphisms of 𝐺 such that
𝜎𝑚 = 𝜏𝑚 = 1. As before H1𝜎(Γ, 𝐺) (and H

1
𝜎(Γ, 𝐺)) denotes the nonabelian cohomology of Γ with

coefficients in 𝐺, where we assume that the generator 𝛾 of Γ acts by 𝜎 (resp. 𝜏).
We first of all note that, from the very definition of nonabelian group cohomology, we obtain

the following result.

Lemma A.2.1. Assume that 𝜎2 = Adℎ◦𝜎1◦Adℎ−1 for some ℎ ∈ 𝐺. Then, the map
Adℎ ∶ H

1
𝜎1
(Γ, 𝐺) → H1𝜎2

(Γ, 𝐺) is a bijection.

We further observe the following result.

LemmaA.2.2. Let 𝜎 and 𝜏 be automorphisms of𝐺 as above and such that 𝜎 = Adg◦𝜏 for some g ∈

𝐺𝜏. The multiplication map − ⋅ g ∶ 𝐺 → 𝐺 induces a bijection 𝐺∕∼𝜎
≅

<<<<<<<→ 𝐺∕∼𝜏 . This induces
an isomorphismH1𝜎(Γ, 𝐺)

≅
<<<<<<<→ H1𝜏(Γ, 𝐺) if and only if g

𝑚 = 1.
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Proof. We are only left to show the last assertion. By definition, we have that 𝑎 ∈ Z1𝜎(Γ, 𝐺) is
equivalent to 𝑎𝜎(𝑎)…𝜎𝑚−1(𝑎) = 1. This amounts to

1 = 𝑎 g𝜏(𝑎)g−1 g2𝜏2(𝑎)g−2 … g𝑚−1𝜏𝑚−1(𝑎)g𝑚−1 = (𝑎g) 𝜏(𝑎𝑡) 𝜏2(𝑎𝑡) … 𝜏𝑚−1(𝑎𝑡)g𝑚,

so that 𝑎g ∈ Z1𝜏(Γ, 𝐺) if and only if g
𝑚 = 1, as claimed. □

Corollary A.2.3. Let 𝐺 be an adjoint group, and let 𝜎1 and 𝜎2 be two automorphisms of 𝐺. If 𝜎̄1 =
𝜎̄2 ∈ Out(𝐺), thenH1𝜎1(Γ, 𝐺) = H

1
𝜎2
(Γ, 𝐺).

Remark A.2.4. We have seen in Corollary 4.1.5 that, under slightly more restrictive assumptions
on char(𝑘), every finite automorphism 𝜎 of 𝐺 admits a decomposition asAd𝑡◦𝜏 for some diagram
automorphism 𝜏 and 𝑡 ∈ 𝑇𝜏. Moreover, we can ensure that 𝑡𝑚 = 1 if and only if |𝑍(𝐺𝜏,0)| = 1. This
happens when (𝐺, |𝜏|) are of type (𝐴2𝓁 , 2), (𝐸6, 2), or (𝐷4, 3). In these cases, then Lemma A.2.2
implies that H1𝜎(Γ, 𝐺) = H

1
𝜏(Γ, 𝐺) whenever 𝜎̄ = 𝜏̄ ∈ Out(𝐺).

Example A.2.5. Let 𝜎 be involution on SL𝑛 given by 𝜎(g) = (g 𝑡)−1, that is, the one sending a
matrix to the inverse of its transpose. Take Γ = ℤ∕2ℤ. By linear algebra, H1𝜎(Γ, SL𝑛) consists of
one element. It is well known that when 𝑛 = 2𝑖 + 1with 𝑖 ⩾ 1, then 𝜎 is a diagram automorphism
preserving a Borel subgroup (different from the group of upper triangular matrices). We can see
that this calculation agrees with the calculation in Example A.1.2. When 𝑛 = 2𝑖 with 𝑖 ⩾ 1, the
automorphism 𝜎 is not a diagram automorphism and in this case, the cardinality of H1𝜎(Γ, SL𝑛)
does not coincide with the cardinality ofH1𝜏(Γ, SL𝑛), where 𝜏 is the diagram automorphism of SL𝑛
of order 2 for 𝑛 ⩾ 3, and the trivial diagram automorphism for SL2.
Let 𝐺 be the group PGL𝑛 and let 𝜎 be the involution as above. Let g be an invertible matrix

in GL𝑛 and denote by ḡ is equivalence class in PGL𝑛. The condition ḡ𝜎(ḡ) = 1 holds if and only
if there exists a nonzero scalar 𝜆 ∈ 𝑘 such that g 𝑡 = 𝜆g . This implies that 𝜆2 = 1, thus 𝜆 = ±1. If
𝑛 = 2𝑖 + 1, 𝜆 = 1, as there is no invertible antisymmetric matrix. It follows that when 𝑛 = 2𝑖 + 1,
the set H1𝜎(Γ,PGL𝑛) has one element. When 𝑛 = 2𝑖, instead, g can be either symmetric or anti-
symmetric matrices and this determines two distinct elements of H1𝜎(Γ,PGL𝑛). Note that the
cardinalities of these cohomology spaces agree with the calculation in Example A.1.2 and with
Corollary A.2.3.
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